

Trie: A data-structure for a set of words
All words over the alphabet $\Sigma=\{a, b, . . \mathrm{z}\}$.
In the slides, let say that the alphabet is only $\{a, b, c, d\}$
$S-$ set of words $=\{a, a b a, a, a c a, a d d d\}$
Need to support the operations

- insert( $(w)$ - add a new word $w$ into $S$.
- delete $(w)$ - delete the word $w$ from $S$.
find $(w)$ is $w$ in $S$ ?
-Future operation:
-Given text (many words) where is $w$ in the text.
-The time for each operation should be $\mathrm{O}(k)$, where $k$ is the number of letters in $w$
-Usually each word is associated with addition info not discussed here.



## Finding if word $w$ is in the tree

$p=$ root; $i=0$
While(1)\{

- If $w[i]==$ ' 10 ' // we scanned all letters of $w$
- then return the flag of $p$; // True/False
- If the entry of $p$ correspond to $w[i]$ is NULL
return false;
- Set $p$ to be the node pointed by this entry, and set $i++$;
\}



## Inserting a word $w$

Recall - we need to modify the tree so find( $w$ ) would return TRUE.
-Try to perform find(w).

- If runs into a NULL pointers, create new node(s) along the path.
- The flag fields of all new node(s) is 0 .
-Set the flag of the last node to 1


## Space requirements

- Let $\boldsymbol{m}$ be is the sum of characters of all words in $S$
- The space required might be $\Theta(|\Sigma| m)$
- (for each letter of each words of $S$, we need an array of size $|\Sigma|$
(Might be an issue by itself, and might slow down performances)


Note - the letters are not stores explicit ally

## Heuristics for space saving

- Type " $B$ " is used if there are 3 or less children:
- The "letter" of the child is also stored:

-The rule of the flag is the same as in type "A" nodes. -We only store the 3 pointers, but we need to know to which letters they corresponds to


## Heuristics for space saving

- To save some space, if $\Sigma$ is larger, there are a few heuristics we can use. Assume $\Sigma=\{a, b . . z\}$.
- We use two types of nodes
- Type " $A$ ", which is used when the number of children of a node is more than 3


Note - the letters are not stores explicit ally


## Suffix tree.

- Assume $B$ (for book) is a long text
- Want to preprocess $B$, so when a word $w$ is given, we could quickly find if it is in $B$. (incremental search)
- (as well as locations, how many etc)
- We can find it in $\mathrm{O}(|w|)$.
- Idea:
- Consider $B$ as a long string.
- Create a trie $T$ of all suffixes of $B$.
- In addition to the flag (specifying if a word ends at node), we also stored the index in $B$ where this word begins.
- Example B="aabab" $S=\{" a a b a b ", ~ " a b a b ", ~ " b a b ", ~ " a b ", ~ " b "\}$





