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Abstract. Clock synchronization is one of the most basic building
blocks for many applications in computer science and engineering. The
purpose of clock synchronization is to provide the constituent parts of
a distributed system with a common notion of time. While the problem
of synchronizing clocks in distributed systems has already received con-
siderable attention from researchers and practitioners alike, we believe
that there are many fascinating problems that remain unsolved. In this
paper, we give a brief overview of previous work in this area, followed
by a discussion of open clock synchronization problems in theory and
practice.

1 Introduction

Although computer science is still a young discipline, certain signs of age are
becoming apparent. As the discipline continues to prosper, computer scientists
must become experts in some subjects—the days of the universal computer sci-
entist seem to be coming to an end. One of the main dividing lines is between
theory and practice (a.k.a. systems). Unfortunately, the gap between theory and
practice even seems to be widening as both theory and practice are developing
and advancing. One may worry that soon there will be little communication be-
tween the two camps because one side often considers questions or answers from
the other as “not really relevant”. This is unfortunate, since at least new trends,
fundamental limits, or open problems should be of interest to the other camp.

In our research group, we try to find synergies between theory and prac-
tice, unfortunately with limited success. It is quite rare that the theorists in
our group develop algorithms that have enough real-world advantages to justify
an implementation. Likewise, building a system hardly ever reveals a beautiful
theoretical problem. There are noteworthy exceptions: In the remainder of this
invited paper we will discuss clock synchronization, a prototypical example that
is inspiring from a theoretical as well as a practical point of view.

In clock synchronization, we are given a network of nodes that want to main-
tain a common notion of time. Having such a notion of time is important for
many applications, in the Internet as well as, e.g., in wireless sensor networks.
Each node may have its own hardware clock, which is not totally accurate, i.e.,



it experiences a certain variable clock drift. In order to ensure that the nodes
agree more or less on the current time, the nodes must synchronize their drift-
ing hardware clocks by perpetually exchanging messages containing information
about their current state. It is easy to see that it is impossible to synchronize
the clocks perfectly because the nodes never have current information about the
other nodes’ clock values due to fact that all messages arrive after an unknown
and variable delay. Even if the message delays were always the same and the
nodes knew this value exactly, they still could not synchronize the clocks per-
fectly because of the variable hardware clock drifts, i.e., a node cannot determine
exactly how much another clock progressed since the last message arrived. This
gives rise to a natural question, which is fundamental for many application do-
mains: How well can nodes synchronize their clocks given that the clocks have
variable but bounded drift, and given that messages have variable but bounded
delay?

Naturally, one objective is to minimize the clock skew between any two nodes
in the network, regardless of their relative distance in the network. Apart from
minimizing this global skew, it is essential for several distributed applications
that the clock skew between neighboring nodes is as small as possible. One could
even think of applications where the global skew is not of great concern, but any
node only needs to be well synchronized with its neighbors. Apparently this local
skew that some neighboring nodes may experience depends on the (maximum)
variance of the message delay and also on the (maximum) clock drift rate. Given
that locally connected nodes can communicate directly, one may expect that the
local skew depends only on these parameters. Surprisingly, this is not true! From
a worst-case perspective, no matter what clock synchronization protocol is used,
it is always possible that two neighboring nodes experience a clock skew that is a
function of the network diameter. On the other hand, assuming random delays,
there is a high chance that transmitting repeatedly yields better results. These
results have an impact on the degree of synchronization that can be achieved
in practical distributed systems. In the next section, we give a brief summary
of known results, followed by discussions of various open clock synchronization
problems in theory and practice.

2 Related Work

There is a large literature on clock synchronization in distributed systems, mostly
focusing on (upper and lower) bounding the clock skews that can occur between
any two nodes in the system (see, e.g., [19, 22, 25, 27]). A simple technique called
shifting [19], where the local clock rates and the message delays are adjusted
in order to produce indistinguishable executions, is often used to prove lower
bounds. Using this technique it can be shown that a worst-case clock skew of
D/2 cannot be avoided on any graph G of diameter D [2]. A stronger lower
bound of (1 + ρ)D can be proved for all algorithms that must ensure that the
clock values do not drift away from real time faster than the underlying hardware
clocks, where ρ denotes the maximum clock drift rate [15].



Not surprisingly, large clock skews may occur between nodes that are far
apart in the communicaton network, which means that these nodes experience
a significant delay in their communication. An important question is how well
the clocks of nodes that are close-by can be synchronized. In their seminal work
that introduced the problem of synchronizing clocks of nodes that are close-by as
accurately as possible, Fan and Lynch [8] showed that no algorithm can prevent
a clock skew of Ω(logb D) between neighboring nodes, where b ∈ O((log D)/ρ).
The only constraint is that nodes are required to increase their clock values
at a given minimum progress rate. Note that this constraint is quite natural
because it ensures that all clocks steadily make progress. Subsequently, the base
of the logarithm has been improved to b ∈ Θ(1/ρ), i.e., it has been shown
that a clock skew of Ω(log1/ρ D) between some neighboring nodes cannot be
avoided [15]. Moreover, if the progress rate of all clocks must always lie in an
interval [1 − O(ρ), 1 + O(ρ)], there are indistinguishable executions such that
in one of these executions some neighboring nodes experience a clock skew of
Ω(log D) [15].

The clock synchronization algorithm by Srikanth and Toueg [27] guarantees
a bound of O(D) on the clock skew between any two nodes at all times and is
thus asymptotically optimal. The algorithm is further fault-tolerant and achieves
an accuracy with respect to real time that is also optimal. However, their algo-
rithm incurs a skew of Θ(D) between neighboring nodes in the worst case. The
first algorithm, which is based on a technique called blocking, that guarantees a
sublinear bound on the clock skew between neighboring nodes achieves a bound
of O(

√
ρD) [17, 18]. The same technique can also be applied to dynamic set-

tings, where nodes and edges can appear and disappear continuously [13]. In the
static scenario, the upper bound has been improved to O(log D) [14] and sub-
sequently to O(log1/ρ D) [15], which matches the lower bound. The algorithm
that achieves this tight bound also guarantees an optimal bound on the clock
skew between any two nodes of (1 + ρ)D plus a small term that depends on the
frequency of communication. The additional term becomes zero as the frequency
of communication tends to infinity.

There has also been a lot of practical work on clock synchronization for spe-
cific computing environments. For example, techniques to synchronize the nodes
in wireless sensor networks have been studied extensively [7, 10, 20, 23]. It can be
argued that in wireless sensor networks message delays are not only bounded, but
also distributed (independently) at random. This assumption has a considerable
impact on the achievable skew bounds: Under this assumption the skew between
any two clocks can be upper bounded by Õ(

√
D) w.h.p. [16]. The same work also

shows that on most graphs at any point in time there is a constant probability
that a clock skew of Ω(

√
D) can be observed between some nodes. Moreover,

some initial practical work on synchronizing nodes that are close-by particularly
well has been carried out in the context of wireless sensor networks [26]. Clock
synchronization has also been studied in other distributed systems such as the
Internet [21] or systems-on-a-chip [9]. In processor design, where one seeks to
control signal delays by means of placement and wiring (see, e.g., [12] and refer-



ences therein), synchronizing devices that are close-by is essential. Furthermore,
there has been a considerable amount of work on fault-tolerant clock synchro-
nization for multiprocessor systems where processors communicate among each
other via shared memory [5, 6, 11, 24].

3 Model: Worst Case vs. Reality

In theoretical work on clock synchronization, a distributed system is typically
modeled as a connected graph G = (V,E), where nodes represent computa-
tional devices and edges represent communication links. Communication is usu-
ally considered to be bidirectional (i.e., the edges are undirected), but it may
also be reasonable to assume unidirectional communication channels. The nodes
can communicate directly with their neighboring nodes by exchanging messages,
which arrive at their destination after a certain delay. In general, a message delay
consists of two parts: a constant, known delay and an additional variable delay
(“jitter”). A common simplification is to assume that the message delay can be
any value in the range [0, 1] and the nodes do not know the normalized upper
bound of 1. The second essential aspect of clock synchronization is how clock
drifts are modeled. Typically, it is assumed that each node has a hardware clock
with a bounded drift. A common way to model the clock drift is to define that
all hardware clock rates are always in the interval [1 − ρ, 1 + ρ] for a constant
ρ ∈ (0, 1).

Due to the assumption that any node can only read its hardware clock (and
not modify it), each node also has a logical clock whose value depends on its
hardware clock value and the information received from its neighboring nodes.
A clock synchronization algorithm specifies how the logical clock value is adapted
based on the hardware clock and the received information. The main objective of
the algorithm is to ensure that the clock skews, both between distant nodes and
neighboring nodes, are always as small as possible. Theoretical work typically
considers worst-case scenarios, where hardware clock rates and message delays
happen in a way that maximizes clock skews.

Ideally, an algorithm that guarantees strong worst-case bounds is also a suit-
able candidate to maintain tightly synchronized clocks in real-world systems.
However, the models employed in theoretical work are often too pessimistic
compared to the situations that occur in practice. Clock drift rates change only
gradually depending on factors such as the ambient temperature or the sup-
ply voltage. Even when operating a system in harsh environments, clock drifts
will not change arbitrarily during a single synchronization interval. Similarly,
assuming that an adversary takes control of variations in message delays does
not reflect reality well. Using sophisticated mechanisms, e.g., timestamping at
the MAC layer [20], the effect of variances in the delay can be mitigated up to
a few clock ticks. This remaining uncertainty seems to be better captured by a
probabilistic rather than a worst-case approach. A more practice-oriented model
must take such considerations into account.



4 Dynamic Networks

As briefly outlined in Section 2, it is well understood what the best possible
bounds on the worst-case clock skews are that any clock synchronization algo-
rithm can guarantee in static networks. However, in practice distributed systems
are often dynamic in the sense that both devices and communication channels
can appear and disappear. Thus, the static theoretical model is too simplistic for
many practical applications. A more appropriate model must allow for on-going
changes to the network topology in order to bridge this chasm between theory
and practice.

The necessity of taking network dynamics into account has also been pointed
out in [13]. Of course, there are fundamental limits to the degree of synchroniza-
tion that can be achieved in a completely dynamic setting, where nodes and
edges can appear and disappear in an arbitrary manner: According to the lower
bound for static networks, a clock skew of roughly D can occur on any graph
between some nodes v and w. By adding the edge {v, w} between these two
nodes, the network suddenly experiences a worst-case clock skew of D between
neighboring nodes. Obviously, this situation cannot be avoided. The problem is
that a newly added edge may always cause a large clock skew between the two
nodes that it connects. However, once the nodes are aware of this situation, they
can react to it and reduce the clock skew on this particular edge over time. This
means that while we cannot get a sublinear bound on the clock skew between
nodes that are connected through a new edge, we can in fact guarantee a better
bound for edges that existed for a certain period of time.

It is not known whether the same asymptotic bounds as in the static case
can be achieved. The algorithm presented in [13] guarantees an upper bound
of O(√ρn) (where n := |V |) on the worst-case clock skew between any two
neighboring nodes v and w provided that the edge {v, w} has been part of
the network for Ω(

√
n/ρ) time. This bound is exponentially weaker than the

bound of O(log1/ρ n) in the static setting. It is an interesting open problem
whether the same asymptotic bound can be achieved in dynamic networks. Not
surprisingly, the proof techniques that are used to prove the bound of O(log1/ρ n)
cannot be used directly for dynamic graphs. An intriguing aspect of this problem
is, however, that these proof techniques cannot even deal with the removal of
edges. This is quite counterintuitive as one might think that removing edges
cannot cause problems because the adjacent nodes are not neighbors anymore
and, given the increased distance between these nodes, their clock values are
allowed to deviate more. The problem is that the proof relies on the fact that a
node v always has a neighbor w that forces v to increase its clock value quickly
if v is on the verge of violating the skew bounds. In the dynamic setting, this
neighbor w may leave the system at a critical moment. The goal is to show that
this is indeed a real problem, by proving a new lower bound, or to prove that the
clock skews can nevertheless be kept (asymptotically) as small as in the static
case.

This is an open theoretical problem that again considers the skew bounds in
the worst case. The dynamics in real-world networks may be benign in compar-



ison and therefore different approaches may be employed. The right choice will
likely depend on the nature of the considered distributed system. Coping with
dynamics in various (practical) types of distributed systems is another potential
direction for future research.

5 Fault-Tolerance

There has been substantial work on fault-tolerant clock synchronization in single-
hop networks (see, e.g., references in [28]). A lot of progress has been made over
the years on the digital clock synchronization problem in shared memory models
[1, 4–6, 24], where nodes try to maintain a synchronized counter (digital clock)
with certain progress guarantees in spite of crash, Byzantine, or transient fail-
ures. In the message passing world, such counters are known as (fault-tolerant)
synchronizers, which provide a weaker form of timing information than a “regu-
lar” clock, in particular if the diameter of the graph is not constant. Moreover,
quite frequently some kind of a priori synchronization of the system is assumed,
such as synchronous rounds, bounded message delays, or periodic “beats”. Ap-
plications for this kind of synchronization algorithms can be found e.g. in fault-
tolerant chip design [9] or multiprocessor systems.

To the best of our knowledge, little is known about fault-tolerant clock syn-
chronization in multi-hop environments. From the theory side, it is easy to ob-
serve that many protocols assuming full connectivity can be generalized to multi-
hop scenarios if the network satisfies certain connectivity constraints in order to
handle, e.g., crash or Byzantine failures. This approach might however be un-
satisfactory if small local skews are desired, and it gives little information about
transient or probabilistic faults. In practice, the problem is mainly tackled in a
pragmatic manner. In wireless sensor networks, for example, people may rely on
MAC-layer protocols that handle message retransmissions, or they simply accept
decreasing synchronization quality in the presence of high message loss rates.

The challenging problem of finding fault-tolerant clock synchronization mech-
anisms for multi-hop networks merits further attention for various reasons. First,
studying fault-tolerant clock synchronization may lead to valuable (theoretical)
insights: The problem asks for error detection and error handling techniques
that do not interfere with the ability of algorithms to achieve a high precision of
clock values, while at the same time the synchronization offered might be helpful
in doing so. It is important to understand to what degree synchronization can
be maintained given specific failure models and connectivity constraints. There
are many interesting open problems that can be addressed: If nodes are faulty
with certain probabilities, how dense do carefully crafted graphs have to be to
permit reliable synchronization? What degree of resilience to Byzantine faults
can be guaranteed on a given graph? In general, which trade-offs exist between
achievable accuracy of timing information and resilience to faults? Moreover,
since access to a consistent, accurate time is a basic service and nodes in real-
world networks are often not fully connected, this topic has a significant practical
relevance.



6 Energy Efficiency vs. Accuracy

When developing applications for wireless sensor networks, energy efficiency is
an important issue. Sensor nodes should be able to operate unattended for many
years, even when running on small batteries. In order to meet the requirements of
the application, as much energy as possible has to be conserved by operating the
microcontroller and the radio chip in the power-save mode whenever possible.
One approach to reduce the energy consumption of sensor nodes is to arrange
periodic rendezvous schemes: Neighboring nodes wake up for a short moment to
exchange messages and immediately return to sleep afterwards. The better the
clock synchronization is between neighboring nodes, the more energy is saved
by shortening the necessary guard intervals before and after the designated ren-
dezvous point. However, accurately synchronized clocks can only be achieved by
exchanging periodic synchronization messages, which also requires energy.

Furthermore, the synchronization error will grow at least with the square-
root of the distance to the reference node due to the jitter in the message delay
[16]. To reduce this effect, one can try to reduce the jitter itself. By means of
MAC layer timestamping, it can be cut down at best to the hardware clock
granularity 1/f , where f denotes the frequency at which the clock operates.
Thus, reducing the jitter means increasing the time resolution, which in turn
requires that the hardware clock operates at a higher frequency. The power
consumption P of the clock circuits is given by P ∼ CLV 2f , where CL is the
load capacitance, V is the supply voltage, and f is the clock frequency [3].
Therefore, the power consumption will increase linearly with the clock frequency.
Taking into account that synchronization quality decreases (at least) linearly
when reducing the frequency of message exchange, it might be best to balance
the guard time and the time it takes to switch on the radio and send or receive a
message, and maximize the time between messages with these parameters fixed.

Another option to abate clock skews is to circumvent the problem that the
jitter and thus the inaccuracy of the clock values increases over (long) paths in
the network by utilizing the Global Positioning System (GPS). GPS satellites
orbiting the earth periodically send their position information together with
the current timestamp of their atomic clock down to earth. If a sensor node is
equipped with a GPS receiver, it can obtain the high precision timing information
included in the GPS messages. This way, the problem of network-wide multi-hop
clock synchronization reduces to the single-hop case. Furthermore, external time
synchronization using GPS eliminates the need for exchanging synchronization
messages over the sensor network. However, this is only a viable solution for
applications where a line of sight to the GPS satellites is available.

State-of-the-art GPS devices provide an accuracy within a few nanoseconds.
This is a significant improvement compared to the accuracy of common sen-
sor node platforms (e.g., the Mica2 motes), which is in the microsecond range.
However, the improved timing accuracy of GPS-based time synchronization so-
lutions comes at the cost of an increased hardware complexity and higher energy
consumption. In particular, in order to achieve maximal precision, a hardware
clock operating at a sufficiently high frequency to provide the necessary time



resolution is mandatory. Even though the size, cost, and energy consumption of
modern GPS receivers is continually decreasing, it is often not feasible to equip
every node in the network with a GPS receiver. Instead, only one or a few nodes,
the so called reference nodes, are equipped with a GPS receiver and synchronized
to UTC. Traditional time synchronization protocols for wireless sensor networks
must then be used to synchronize the rest of the network to the reference nodes.

It remains an open problem to build a small, cheap, and low-power sensor
node that is able to synchronize its clock to the accurate time pulses provided
by the GPS satellites. Moreover, it is unknown if the effects considered above
determine the minimum energy consumption of sensor nodes. If this is indeed
the case, protocol implementations are required that provide an optimal trade-off
between energy efficiency and hardware costs.

7 New Applications

Another interesting direction for future future research is finding new applica-
tions that put the theoretical knowledge in this field into practice. In light of the
ongoing progress of recent years, two ideas for prospective applications came to
our mind, both of which particularly aim at exploiting the better understanding
of local skew that has been gained in the past few years.

Our first suggestion is to use clock synchronization principles to achieve other
forms of coordination, e.g., coordination of movement or formation. There are
various coordination tasks where clock synchronization mechanisms may be em-
ployed: Maybe some robots intend to move in a line, always maintaining identical
distances, or a traffic jam can be avoided if distances between cars are balanced.
Other goals might be the coordination of helicopters or, more generally, any kind
of swarm trying to maintain a certain formation based only on local distance
information. In all these cases the agents may experience drifts, because they are
not able or willing to control their speeds perfectly, or subject to disturbance by
other forces. Furthermore, their information on their neighbors’ positions could
be outdated and/or inaccurate, which is exactly the effect of message delays in
clock synchronization. In summary, the underlying model of a coordination prob-
lem might be quite similar to the model presented in Section 3, raising the hope
that results from clock synchronization could be applicable to such problems.

The second idea refers to chip design. Traditionally, synchronous circuits are
controlled by a clock signal dissipated from a single source to all logical gates by
means of a clock tree. This clock signal is used to determine when it is safe to
advance to the next computational step by guaranteeing sufficient time between
clock pulses for gates to switch states and signals to propagate. Therefore, a local
synchronization guarantee between directly connected gates is needed. Even if
the clock tree is well designed, we will observe a stretch in the distance compared
to the communication graph of the logical gates. In the worst case, this stretch
could be in the order of the diameter. Certainly, the stretch will grow with
increasing chip size also in practice because different paths of computations
are joined at some point in the chip logic. As a result, weak synchronization



guarantees limit the frequency at which a chip can safely operate. We propose
to improve this situation by means of a distributed clock generation scheme.
Hopefully, by equipping a chip with, e.g., a grid of time sources, running a
clock synchronization algorithm with strong local skew bounds on this grid,
and dissipating the clock signal only locally by means of clock trees enables the
construction of large chips without incurring a decline in the operating frequency.
This scheme would come at the expense of additional clocks and chip logic for
the synchronization algorithm, which could be compensated for by increasing
the area of the chip.

We hope that the presented open problems have stimulated the reader’s
interest in distributed clock synchronization as a vivid and evolving research
area.
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