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Abstract

This article defines a wireless broadcasting algorithm as having two components:
A retransmission strategy and a backoff strategy. Several strategies are proposed
in this article and a comparative analysis is presented between existing algorithms
and the strategies proposed herein. Simulation experiments and analysis are used
to study or demonstrate the properties and performance of specific strategies or to
obtain results of a more general nature. Strategies are also evaluated with respect
to their impact on routing protocols that rely on broadcasting to perform path
discovery. The purpose of this evaluation is to determine which strategies result in
more stable routes.

The second part of this article analyzes the problem of broadcasting when nodes
are assumed to be arranged on a strip. Such arrangement occurs in vehicular broad-
casting applications. We present the Strip Broadcasting retransmission strategy that
can be modeled as a one-dimensional problem to significantly reduce the number
of retransmissions. Analysis and simulation results are presented to analyze the
properties of the algorithm.
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1 Introduction

1 One way of performing network-wide broadcasting is by “flooding” the net-
work with the broadcast message. Flooding is carried out by having each node
retransmit the broadcasted message after receiving it for the first time.

Flooding is important because it is the basis for performing route discovery
in mobile ad-hoc networks (MANETS). Link-state routing protocols also rely
on flooding for distribution of link-state information. There are other broad-
casting techniques that send out-of-band messages to build distribution trees.
However, schemes that do not require out-of-band messages continue to be
the best general-purpose solution for path discovery and link-state routing
as their performance does rely on assumptions about mobility or broadcast
frequency 2.

Flooding is an unreliable operation with no acknowledgment mechanism in
place; this is not a major concern for path discovery or link-state routing
as %100 reliability is not required. Flooding is able to distribute broadcast
messages to as many nodes as possible using very little effort. Analysis of
some of the broadcasting strategies presented in this article show that under
reasonable assumptions that reliability can be at least as good as in flooding.
If such analysis is not possible for a particular case, then simulations will be
used to show that their reliability is comparable to that of flooding.

This article only considers broadcasting algorithms that do not require out-of-
band transmissions such as hello messages. The cost of transmitting “hello”
messages often cannot be justified. Thus, out-of-band overhead narrows the
application scope and make it challenging to conclusive compare other broad-
casting algorithms that do not use out-of-band messages.

Flooding generates more overhead than necessary because, depending on the
node density, many or most retransmissions are redundant. A retransmission is
said to be redundant if all the neighbors of the transmitting node have already
received the message. If a transmission is non-redundant then its additional
coverage is not null® | and in this case the additional coverage of a retransmis-
sion is the percentage of the transmission range that has not been covered by
neighbor nodes.

Redundancy can be reduced (resp. eliminated) when retransmitting occurs
only if the additional coverage of the retransmission is large enough (resp
non-zero) to warrant the additional overhead . This can be achieved if each

1 This paper extends our preliminary works that were published in [1-3]
2 How often broadcast operations are performed
3 This is not necessarily true in the opposite direction



node knows exactly the locations of many of the other nodes — e.g. its neigh-
bors, but in a dynamic network it is quite beneficial to avoid maintaining this
information. Instead, each node u receiving the first duplicate of the broad-
cast message would postpone its retransmission for a short backoff time, and
would drop this message completely if within this backoff time other retrans-
mission made by other nodes made u’s retransmission redundant. Otherwise
u would retransmit once the backoff time has elapses. In this paper we study
different method by which partial information information “sensed” by u can
suggest that this retransmission is redundant. For example, if the location of
the transmitting neighbors is known, then the additional coverage can be de-
terministically computed. If the precise location is unknown, then other infor-
mation such as distance or angles between neighbors or number of duplicates
received can be used to estimate the expected additional coverage. Different
technologies such as GPS, angle of arrival (AOA) and received signal strength
(RSS) can be used to gather such information.

This hold and suppress approach to broadcasting is by no means novel. How-
ever, this article makes several contributions in the area of wireless broadcast-
ing. Namely, we redefine a broadcasting algorithm as being composed of two
strategies. The retransmission strategy refers to how it is decided if a sched-
uled retransmission is canceled. The backoff strategy determines the manner
in which the backoff time is chosen. Most of the previous work implicitly falls
only under the category of retransmission strategy. We also propose several
retransmission and backoff strategies and a comparative analysis is presented
between existing algorithms and the strategies proposed herein. Simulation
experiments and analysis are used throughout this work to study or demon-
strate the properties and performance of specific strategies or to obtain results
of a more general nature. Strategies are also evaluated with respect to their
impact on routing protocols that rely on broadcasting to perform path dis-
covery. The purpose of this evaluation is to determine which strategies result
in more stable routes.

By considering the distribution of nodes in specific applications it is possible to
design more efficient retransmission strategies. The second part of this paper
analyzes the problem of broadcasting when nodes are assumed to be arranged
on a strip. Such arrangement occurs in vehicular broadcasting applications.
We present the Strip Broadcasting (SB) retransmission strategy that can be
modeled as a one-dimensional problem to significantly reduce the number of
retransmissions. A whole new range of vehicular information services can be
made possible by relaying information using vehicle-to-vehicle communications
(V2VCOM). The first class of services that comes to mind is traffic alerts about
different upcoming situations such as accidents, construction zones, or traffic
jams.

With the exception of some cases such caravans or convoys, communication



between specific vehicles is rarely an issue. Broadcasting is a more natural
communication primitive for this type of environment. Accordingly, the goal
is to relay information between vehicles for a certain distance or for a given
number of relay hops. Omnidirectional transmissions are used because the
road and the vehicles it contains can have an arbitrary direction with respect
to the transmitter’s frame of reference.

Previous algorithms are suboptimal in vehicular environments because they
perform considerably more retransmissions than necessary. For example, ve-
hicle b shown in Figure 1 has received duplicates from both a and c. Existing
broadcast algorithms would require a retransmission by b because the shaded
areas in its range of transmission have not been covered. However, the strip
of road in the figure is entirely covered by previous retransmissions.
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Fig. 1. Redundant retransmission.

The rest of this article is organized as follows. Section 2 presents a sum-
mary of the related work. Section 2 describes the simulation environment
used to obtain the experimental results presented throughout this article .
Section 3 presents flooding as a combination of retransmission and backoff
strategies, and provides interesting experimental results about the relationship
between backoff, collisions and reliability. Section 3 proposes new retransmis-
sion strategies, and Section 3.7 provides a comparative simulation analysis.
Backoff strategies are studied in Section 4. Section 5 presents an interesting
study on the effect that retransmission and backoff strategies have on the per-
formance of path discovery. Section 6 presents the SB algorithm and provides
detailed analysis of its performance. Section 7 presents the simulation results
of the SB algorithm and Section 8 offers some concluding remarks.



2 Related Work

Sze-Yao et al. [4] observed that serious redundancy, contention, and collision
could exist if flooding is done blindly. Collectively, they refer to these prob-
lems as the broadcast storm problem. As a solution, they introduce several re-
transmission strategies, including the counter-based, distance-based, location-
based, and cluster-based schemes. Williams and Camp [5] present an analysis
of existing broadcasting schemes and is an excellent reference on the topic of
wireless broadcasting.

Paruchuri [6] introduced a retransmission strategy that uses a hexagonal lat-
tice to determine which nodes have to retransmit. Cartigny, et al. [7] presented
several stochastic algorithms where nodes forward messages with a certain
probability. These probabilities are calculated differently for each algorithm
using information such as node density and distance between nodes.

Pagani and Rossi [8] presented the reliable broadcast protocol designed for
mobile ad-hoc networks. It ensures that all the hosts in the network receive
the same messages and provides an ezactly once message delivery semantics.
Minimum connected dominating sets (MCDS) can be used to build distribu-
tion backbones and several distributed approximation algorithms have been
proposed [9,10].

Zhang and Jiang presented one-dimensional analytical results [11] for two
broadcasting algorithms originally intended for two-dimensional or three-dimensional
arrangement of nodes. While their analysis is interesting, our simulation and
theoretical analysis shows that the algorithm presented in this article is more
efficient for environments that lend themselves to be modeled in one-dimension.

Michael and Nakagawa [12] propose a MAC-based broadcast protocol that
focuses on channel allocation by implementing a slot reservation scheme. Sun
et.al. proposed a broadcasting protocol [13] which reduces the number of
retransmissions in vehicular environments but requires GPS. Wu et.al. [14]
present analytical models to study the spatial propagation of information in a
highly mobile vehicle-to-vehicle ad-hoc network. They show that information
propagation depends on vehicle density, average vehicle speed and relative
speed among vehicles.

Simulation Environment

All simulations were written in ns-2 [15] version 2.28, a discrete event simulator
with extensive support for wireless networks. Unless otherwise specified in each
section, the simulation environment is as follows. All simulations conform to
the 802.11 standard. The data rate and the basic rate are both set to 11 Mbps.



The transmission range is 250 meters and the default network size is 2500 x 750
square meters. All broadcast messages have a payload of 128 bytes.

Nodes are randomly distributed with uniform probability. All node densities
for two-dimensional models are expressed as number of nodes per range unit,
where the range unit is defined as the area of a circumference whose radius
is equal to the range of transmission R. For a one-dimensional model, the
density is the average number of nodes in a segment of length R. With a
few exceptions noted such as Section 5, there is no mobility, as the type of
broadcasting protocols studied in this article are not adversely affected by
mobility.

3 Backoff Strategies for Flooding

Flooding is often enhanced by waiting for a short and uniformly distributed
random backoff time before forwarding a message in an effort to reduce the
number of collisions. As such, flooding can be expressed as a typical hold-and-
suppress broadcast with a very simple retransmission strategy where messages
are never suppressed. Consequently, if the distribution is uniform, this algo-
rithm only has one possible parameter: The mazimum backoff time.

The purpose of the timer at the MAC for pure flooding is to reduce col-
lisions. However, hold-and-suppress broadcasting algorithms employ backoff
timers at the application layer primarily as a mechanism to realize a given
retransmission strategy. Note also that in transport-level or application-level
implementations of flooding and broadcasting strategies the backoff time is
separate from and additional to whatever backoff mechanisms are in place at
the medium access control layer. That being said, one could surely consider
the possibility of implementing network-wide broadcasting at the MAC layer.
Our simulations in particular deal with application-level broadcasting on top
of an 802.11 network. Therefore there are two independent backoff mechanisms
in place. The backoff intervals in the broadcasting algorithm are much longer
than the backoff times in 802.11.

Figure 2 plots the backoff time at the application layer necessary to achieve
%100 coverage using pure flooding, as a function of the node density. Cover-
age is a reliability measurement defined as the fraction of nodes that receive
the broadcasted message. To conduct this experiment 25 connected topolo-
gies were generated for each simulated node density using random uniform
node distribution. Each generated topology was checked for connectivity and
disconnected topologies were discarded. The process was repeated until 25
connected topologies were gathered for each density. Starting with a value of
zero, the backoff time is incremented until %100 coverage is obtained for all



25 topologies.

The results in Figure 2 are quite conservative as only one message was broad-
casted at a time and no other traffic was present. Smaller densities, which are
more common in practice, require a larger backoff time than higher densities,
and values of at least 10 ms are commonly used [16,15].
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Fig. 2. Necessary backoff time to achieve %100 coverage with standard flooding as
a function of node density.

Intuitively, one might think that flooding would be less reliable as the den-
sity increases, because higher densities have higher collision rates. However,
broadcasting at the MAC layer is implemented with only carrier sensing (at
the transmitter) and virtual carrier sensing (using RT'S/CTS exchange) is not
performed. At high loads, the carrier sensing mechanism at the MAC layer is
sufficient for the nodes to back-off. In addition as the node density is high, ev-
ery node has multiple opportunities to receive the broadcast successfully from
at least one of the neighboring nodes. Therefore, application-level timers for
broadcast can be neglected at higher node densities. In contrast, at lower node
densities, the MAC layer would transmit the packet as soon as the packet is
received. This is due to the fact that carrier sensing is not effective at forcing
nodes to back-off from transmission at lower node densities. In addition, as a
node has a smaller number of neighbors (due to lower node density) through
which the broadcast can be successfully received, a good number of nodes do
not receive the broadcast due to the collision resulting from the transmission
from multiple nodes. In order to separate near-simultaneous transmissions of
broadcast messages from nodes that received the messages at the same time,
the application layer has to introduce random back-off timers at the applica-
tion layer at lower node densities (as depicted in the figure 2).

An explanation of this phenomenon, hinged on suggestions provided by the
anonymous reviewers of this paper, is as follows: If the density of nodes is low,



the probability of a collision is rather small and may be partially neglected.
On the other extreme, in a very dense environment, enough many nodes can
receive the message, despite the large number of collisions. However, for inter-
mediate density values, we expect to find clusters of many nodes occupying a
small region, and connected to other clusters with small “bridges”, with only
a few nodes in each bridge. If many transmissions occur within the cluster
in a short period of time, the collisions that they would cause will not suf-
fice to jeopardize connectivity within the cluster itself (as indicated in the
high-density scenario just discussed). Thus these transmissions might cause a
large enough number collisions with the transmissions of the few nodes in the
bridges, hence leaving the cluster disconnected from the remaining nodes. We
are leaving it for future study to validate this explanation.

Proposed Forwarding Strategies for Static Nodes

This section presents new forwarding strategies that we are proposing. For
the ones we were able to, we also prove analytical certain algorithmic prop-
erties. Ideal network conditions are usually assumed, meaning that there are
no collisions or transmission errors. This simplified model is appropriate since
the purpose of our analysis is to highlight certain intrinsic properties of the
algorithms, rather than to accurately reflect simulation or real life results.
However, the simulation results in Section 3.7 provide a comparative analysis
of all these strategies.

The expected additional coverage of a node is small when the duplicates it
receives come from transmitting nodes that are sufficiently distant from each
other and/or very close to the receiving node. The goal of a retransmission
strategy is to avoid transmitting when these node configurations occur. Several
measurement technologies have been proposed to detect these scenarios. These
include GPS, received signal strength (RSS) and angle of arrival (AOA). Even
when All these techniques have either serious restrictions or accuracy issues.
But the major problem is that they are simply not readily available in most
off-the-shelf laptop and hand-held devices. Many wireless adapters have hard-
ware support for reading the RSS, but there is usually no device-independent
interface provided by the operating system. The different strategies we propose
are tailored to the availabilities, or lack of availabilities of these devices.

3.1 Adjacency Strategy

This heuristic addresses the case at which we cannot measure positions, dis-
tances, or angles. Instead once a node u that (after a backoff period) transmit
a duplicate of the message, append to to the duplicates the i.d.’s of all the
nodes that also have transmitted the message while u was in its backoff pe-



riod, and were heard by u. Once another node v receive the duplicate, it
schedule a retransmission, wait for a backoff period, but it would canceled the
retransmission if duplicates have been received from at least k neighbors that
did not hear each other. This is obtained by building an neighbor adjacency
graph. Assume two duplicates are received from neighbors u and v, in that
order. If the duplicate from v reports that v heard the message from u then
an undirected edge between u and v is added to the graph. Then we check
the cardinality k& of the maximally independent set in this graph. This goal
is computationally intractable for large graphs, but is be handled relatively
efficiently in our setting. Using standard packing arguments, one can show
that k£ < 5. Moreover, Our simulations for uniformly distributed nodes show
that with an independent set of size 3 the average coverage is at least 99.7%
for all densities.

In order to reduce the computational overhead of our algorithm, we also pro-
pose a modified strategy called Adjacency-2.5. Scheduled retransmissions are
canceled if there exists an independent set of size two and at least one addi-
tional node that is adjacent to only one (but not both) of the nodes in the
independent set. Simulation results indicate that the average coverage is at
least 97.5% for all densities, while providing overhead savings that are com-
parable with other algorithms that rely on location information.

3.2 Angular Strategy

Next we propose a retransmission strategy where nodes use angle of arrival
(AOA) information to make forwarding decisions. Assume that nodes can
determine the angle of arrival of incoming messages with respect to some
local frame of reference. Such angular measurements will in most likelihood
be subject to a certain degree of noise or error. One can show that If the
clockwise angle distance between every pair of adjacent duplicates received by
a node u is at most 6y}, then the additional coverage of u is bounded from
above by a function of 6y}, and approaches zero as 6}, approaches 7 /6.

Figure 3 illustrates the coverage of the angular strategy as a function of node
density for several values of 6},,.. The idea is to give an insight into how to
parameterize 0y}, in order to achieve a given threshold of reliability. Fifty
connected topologies were generated for each node density using a uniform
random node distribution. The values shown for each density corresponds to
the average of all fifty executions.
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Fig. 3. Angular strategy. Coverage vs. density for several values of 0,},.. Angles are
shown in degrees.

3.8  k-sector Strategy

This strategy is quite similar to the angular strategy of Section 3.2. The k-
sector partitions the receiver’s frame of reference into k£ equal-sized sectors,
each with angular size of 27 /k. A Scheduled transmission is canceled when at
least one message duplicate is received from each sector.

Note again that this scheme does not require it only requires it can also be real-
ized using (approximate) angle of arrival (AOA) technology, which is a desired
property in environments where GPS cannot be used (e.g. inside buildings).
Niculescu and Nath [17] were able to obtain angle of arrival measurements
using 802.11 with expected error of 22 degrees for a departmental indoor set-
ting.

Analytical performance of the k-sector Strategy

The main goal of all algorithms presented in this paper is to improve the
total number of retransmission, while obtaining good coverage. The k-sector
Strategy suggests that good coverage is usually obtained. It is interesting to see
how many messages in total are required to obtain the same quality of coverage
that flooding guarantees, that is %100 of the area covered by the transmission
range of at least one node. We define the depth depth(p) of a point p as
the number of retransmission of the message that p can hear. Obviously the
smaller p is, the more efficient is our algorithm. For some setting all nodes
have to retransmits in order to obtain a %100 coverage, or even just to obtain
connectivity. This is the case if the nodes are far apart from each other along
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a line. Yet in this case depth(p) is probably a small constant, independent
of which algorithm is used. More interesting is the case that a large number
m of nodes all lie inside a small area D, say a disk of radius R, where R is
the transmission range of a node. Now redundancy is significant. Even in this
case an adversary might place all m nodes along a line but very close to each
other, so if %100 coverage is required, than each node must retransmit, and
depth(p) = m for some point p € D.

Let depth(D) = max,ecp depth(p). We next show that the 4-sector broadcast
scheme, under quite wide assumptions (defined formally below), yields a %100
coverage, but with very hight probability depth(p) = O(log®m).

Assume R = 1. We approximate the unit disk with an axis-parallel square
(the analysis can be extended to convex n-gon for better approximation). The
4-sector scheme partitions the receiver’s frame of reference into 4 quadrants,
NW, NE, SE, SW. A scheduled retransmission of a node u is canceled only if
u has receive at least one node in each quadrant. Note that in this case the
coverage region of 4 must be contained inside the union of the coverage regions
of these nodes, hence %100 converge is always guaranteed. Thus we are left
with bounding the number of nodes that actually retransmits, and bounding
depth(D).

Consider a single message M that is simultaneously heard by all m nodes in
D. We label these nodes s; ... s,, according to their vertical position (y-axis)
such that the lowest one is labeled s; and the highest s,,. Ties are assigned
arbitrarily. The order of the nodes along the z-axis defines a permutation of
(1,2,...n). We denote this permutation as (s;,,. .. s;,, ).

Theorem 1 If every permutation is equally likely, then the expected number
of copies of M transmitted inside D is < 41n*m.

Proof: For simplicity we assume the range of transmission is an axis-parallel
unit square. We say that s; is SE-dominator if among all the nodes below it
and to its right, s; has the shortest backoff time. SW-dominator, NE-dominator
and NW-dominator are symmetrically defined. Note that s; will transmit only
if it is a dominator with respect to one or more directions.

We now bound the probably that s; is not SE-dominator. Note that s; has
i — 1 nodes below it (i.e. their y-coordinate is smaller than the y-coordinate of
s;). Consider the projections of (s;...s,) on the z-axis. Since all permutations
of the projected points are equably likely, the probability that exactly j of the
points of {s;...s;_1} are to the right of s; (for 0 < j <) is 1/(i — 1). In this
case the probability that s; is SE-dominator is 1/(j + 1). To see why this is
correct, recall that all nodes pick their backoff time simultaneously. Consider
only s; and the j points below it and to its right. The probability that s; picked
the smallest backoff time in this subset of j + 1 nodes is therefor 1/(j + 1).

11



Hence the probability that s; is SE-dominator is:

1 &1

> (1)

-l +1

Accordingly, the probability that s; is dominator in one or more directions is
therefore at most 4 times expression (1):

4 A1 4
< < 1 2
—¢—1;j+1 R R @)

Finally, the expected number of messages sent is obtained by summing ex-
pression (2) of all s;:
In

m
— < 4In®*m
1

<4y
i=1

Finally, the O(log®m) bound on depth can be derived from the number of
retransmissions occurring in D, and the number of retransmissions occurring

in a constant number of neighboring unit disks, so their sum gives the desired
bound.

3.4 Counter-Based Scheme

In this scheme, nodes may cancel a scheduled message retransmission of a
broadcast packet p whenever the number of message duplicates dups(p) reaches
a threshold k. The adventurous of this method is that it does not require any
knowledge of the distance or direction retransmitting nodes. Figure 4 shows
the coverage vs. density for several values of k. Fifty connected topologies were
generated for each node density using a uniform random node distribution.
The values shown for each density corresponds to the average of all fifty ex-
ecutions. Note that k£ needs to be at least 5 to obtain a coverage of at least
98% for all densities.

3.5 Distance-Based Scheme

Again assume that the transmission range R = 1. This scheme is design to
address the scenario where a node u receiving a message from a node v can
provide a rough estimate of the distance d(u,v) between them. In particular, it
can estimate only whether d(u, v) is smaller than some threshold « (it is always

12
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Fig. 4. Counter-based scheme. Coverage vs. density for various values of k.

assumed that d(u,v) < 1). This scheme can be used solely, or with combination
with other one, e.g. the counter-based scheme. a scheduled retransmission is
canceled if a node receives a message duplicate from another node that is less
than « distance apart. This algorithm is based on the observation that the
expected additional coverage is very small when a duplicate is received from
a neighbor that is very close. This algorithm has the nice property that are
similar to the algorithm of Section 3.3, i.e. coverage of %100 is guaranteed,
while a simple packing argument shows that the maximum depth (number of
duplicates heard by a point) can be bounded.

Theorem 2 Let D be a unit disk. Then the number of nodes inside D that
transmit a duplicate is at most éwx/g(l + £)2.

Proof: Refer to Figure 5.Let p be a point, and consider the unit disk D
centered at p, and let m be the number of transmitting nodes in D. We need
to bound the number of nodes in D that transmit a duplicate. Consider two
such nodes s; and s3. Assume WLOG that s; has transmitted first. Since sy
also transmitted, then d(s, ss) > «a. Placing two disks of radius centered at
s1, 82 and having radii «/2, there disks must be disjoint. In general, all disks
centered at transmitting nodes in D and having radii a;/2 must be pairwise
disjoint. On the other hand, they are all contained in a disk D" of radius
1 + /2 centered at p, Hence their total area is bounded by the area of D',
and m - w(a/2)* < w1+ §)?, or

m < (1+2/a)? (3)

To improve this bound, we use previous results on the packing density. The
problem of packing congruent disjoint disks in a disk is an old and diffi-
cult problem and [18] is a good reference. It was shown that the limit of

13



Fig. 5. the maximum number of discs of radius § that fit into a disc of radius 1+ §
without overlapping.

the packing density as the radius of the enclosing circle tends to infinity, is
%7?\/5 ~ 0.90689, and by plugging this bound by the inequality (3) we obtain
the claimed bound on m. QED.

Comment: It is interesting to note that while this threshold needed for
most scenario are probably smaller, the bound provided by k(a) guarantees
zero additional coverage.

3.6 Position-Based Scheme

There are several retransmission strategies that can make use of position in-
formation. Nodes are assumed to be equipped with GPS or other positioning
devices and each message must bear the coordinates of the transmitting node.

One possible strategy is to compute the additional coverage according to the
coordinates contained in the duplicates and cancel the retransmission when-
ever the additional coverage is zero, or falls below a predetermined threshold
ACypresn. Computing the additional coverage among many nodes is compli-
cated as it requires additions and subtraction among all possible range inter-
sections. One possibility is to approximate the range of each sending neighbor
into a grid, by marking each squared as covered or not covered.

A second strategy is to cancel the retransmission if the local node lies inside the
convex polygon defined by the location of any subset of k sending neighbors.
There is a very high likelihood that the additional coverage is negligibly small
if the local node lies within said polygon.

14



3.7 Comparative Simulation Analysis

The parameter(s) of each retransmission strategy were set to achieve at least
98% coverage across all densities, and their overhead is compared in this sec-
tion. Accordingly, 04}, = 210° for the angular strategy, k = 5 for the counter-
based scheme, an independent set of size 3 is used for the adjacency scheme,
a = 0.11 for the distance-based scheme, and 3 sectors were used for the k-
sector scheme. For each density, 200 random (uniformly distributed) topologies
were generated and the average overhead was computed for each strategy.

Figure 6 shows each strategy’s overhead as a function of density. The angular
strategy has the lowest overhead, in part due to the strong correlation between
angular distance a additional coverage, but also because 6y, is a real number
that, unlike the parameters of other strategies, provides a finer granularity.
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Fig. 6. Overhead vs. density comparison between retransmission strategies.

4  Backoff Choices

Timer-based contention has been previously studied in the context of location-
based routing [19,20]. However, the backoff procedure by which nodes postpone
retransmissions in network-wide broadcasting has not received much attention

in the past. We introduce the concept of backoff strategy and define it as having
three components:

(1) The backoff magnitude: How much time to wait. Usually specified as a

maximum or average value.
(2) The backoff function: How are backoff times assigned to different nodes.
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(3) Reset strategy: Nodes that have significantly reduced their additional cov-
erage during the last backoff period could be rewarded with additional
backoff time.

The backoff function could be as simple as a uniform random distribution of
backoff times, but other alternatives could be considered. For example, backoff
times could be assigned as a function of receive power where the function
approximates a linear backoff decrease with respect to distance. The advantage
of this backoff function is that it significantly reduces the average delivery
latency. The message travels as concentric waves or rings emanating from the
source and rapidly reaching the entire network. Messages are then delivered
by the nodes on these rings to their local neighborhood.

Figure 7 compares the latency of a random backoff time distribution to a
backoff function that assigns shorter times to weaker signals (distant nodes).
We call this function inv-linear because the backoff times change with receive
power in a way that approximates a linear decrease in backoff time with respect
to distance. See section 5 for details of how this and other functions are defined.
Also shown is the latency for the symmetrically opposite function (linear)
where receive power is used to approximate a linear increase in backoff times
with respect to distance.

Five different retransmission strategies are used to compare the backoff func-
tions. 200 connected topologies were generated using a fixed node density.
Each combination of retransmission and backoff function was executed on the
200 topologies and the averages are reported in the figure. The results of all
the retransmission strategies were then averaged together to get an overall
average for each backoff function.

The inv-linear function cuts the average delivery latency for all strategies by
more than half with respect to a random distribution. In contrast the linear
function results in an excessive increase in latency. One last observation is
that the strategy chosen does not seem to have any effect on latency.

An interesting finding is that the choice of backoff function affects the overhead
and that such effect varies with each retransmission strategy. This is due to
an effect we call directional diversity. Think of a broadcast operation as the
ripples formed when dropping a small rock into a pool of water and emanating
from a single point. If the backoff function is such that the broadcast message
(the ripples) travels slowly, then the nodes will only receive duplicates from
the direction of the source, resulting in a reduced number of messages received.
If the message travels faster, then (similar to the ripples), they will bounce
off objects (the nodes) and travel in the opposite direction before the backoff
period of inner nodes is over. The number of duplicates received is increased
because the now arrive from all directions.
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Fig. 7. Average latency vs. backoff function for several retransmission strategies.
The Average for all retransmission strategies is also shown.

Figure 8 illustrates for different retransmission strategies the variation in over-
head with respect to the choice of backoff function. The values illustrated in
the figure were obtained in a manner identical to that of the previous ex-
periment. In all the strategies except the distance strategy, the overhead for
the slowest function (linear) is much higher when compared to random and
inv-linear functions. There is very little directional diversity with the linear
function, resulting in fewer duplicates.

The existence of directional diversity is corroborated by the overhead differ-
ence between the random and inv-linear functions for the angular and 3-sector
strategies. By definition, the overhead of these two strategies depends on the
diversity of the angle of arrival of the duplicates. And indeed, the faster prop-
agation of the inv-linear function results in a clear overhead reduction. For
the other strategies there is not much difference because they depend more on
the number of duplicates rather than their direction of arrival.

The backoff magnitude is another important part of the backoff strategy. Fig-
ure 9 shows how the coverage and the latency vary as the maximum backoff
time increases. The values shown represent the average for three different re-
transmission strategies using the inverse-linear backoff function and a node
density of 15.7. The strategies used are 3-sector, Adjacency and Angular.
Note that the latency has been normalized with respect to its maximum value
(171 ms) in order to use a common y-axis and plot both function in the same
figure. The reader would agree that an appropriate backoff time should be
somewhere between 100ms and 200ms. After that the latency continues to
increase linearly without really gaining any coverage improvement.
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Fig. 8. Overhead for several backoff functions and retransmission strategies. The
Average for all retransmission strategies is also shown.
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Fig. 9. Overhead and latency as a function of the maximum backoff time. The
values represent the average for three different retransmission strategies using the
inverse-linear backoff function.

5 Routing

Flooding is primarily used in routing. It is the basis for performing path
discovery in on-demand routing protocols [21,22] that are commonly used
in multi-hop wireless networks. This section studies the effects that different
retransmission and backoff strategies may have on path discovery.

Path discovery from source s to destination d works by having s broadcast a
route request (RREQ) that will eventually arrive at one or more nodes with a
valid routing entry for d (possibly d itself). These nodes respond with a route
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reply (RREP) that follows the reverse path of the RRE(Q. Node s will choose
the RREP with the smallest hop count and create the corresponding routing
entry for d.

Note that an intermediate node 7 with a routing entry for d would only respond
to the first RREQ duplicate it receives. Accordingly, the resulting path is
(s,i,d) for some intermediate node 7, where the sub-path (s,4) is determined
by the first RREQ duplicate received by i. The first RREQ to arrive at ¢ will
travel on a path that is either shorter than that of other duplicates, or a path
whose nodes collectively and coincidentally selected shorter backoff times.

In section 4 we proposed a backoff strategy where nodes that are further
away from the transmitter select a smaller backoff time. From the broadcast
protocol’s point of view, such strategy reduces the delivery latency as well as
the overhead. From the routing protocol’s point of view, our initial hypothesis
is that this backoff strategy could lead to fragile routes that have a short
duration. The first RREQ to arrive at ¢ will travel through a path that has
fewer nodes spread further apart but weaker links (power-wise). The slightest
movement of nodes in the opposite direction could break a link and affect
the lifetime of the route. We performed simulation experiments to test this
hypothesis and the results are presented in this section.

Our second hypothesis is that in mobile ad-hoc networks the smaller end-
to-end delays of shorter routes rarely compensates for their reduced route
lifetime, and that hop-count is often a lousy metric. Accordingly, we propose
to speed up RREQ propagation on those paths with stronger links by using a
backoff time that is a function of the reception power. Higher reception power
should result in lower backoff delays. In particular, we propose a function of
the form:

1/8
H(P) = tos ) (4)

where P, is the reception power, A > 1, and P}, is the receive power thresh-
old *. Let P, be the transmission power, then:

P, > P, > Py,

[ is the path loss exponent. The reception power decreases non-linearly with
distance, and the degree of decrease is determined by the path loss exponent.
The function:

4 The minimal reception power required to decode the signal
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Py v

p(p) = () (5)
is a transformation of the receive power into a normalized value in the interval
[0,1] that increases linearly with distance. This transformation is used in (4)
to obtain a adequate mapping between receive power and backoff time, but it
is not an attempt to measure distance. Speeding up the broadcast operation
on stronger links does not depend on the accuracy of measuring distance with
the received signal strength. The backoff function ¢ (F,) as defined in (4) will
always result in a smaller backoff time for a stronger signal. There could be
variability of the receive power with respect to time, but that is a different
issue.

The parameter A determines the convexity of the backoff function. Figure 10
plots

t (1) = tmae P

for three different values of A. Note that t,,,, = 1 and 0 < u < 1. For our
simulations we make A = 100.

back-off time

Fig. 10. Convex backoff function for path discovery using flooding with different
values for the A parameter.

Where concave functions prefers smaller backoff time to more remote nodes,
and increases the additional coverage while reducing robustness. We thought
it was would interesting to consider several other “natural” alternatives, so
simulations were conducted to evaluate the path discovery process using the
following backoff functions which are also illustrated in Figure 11:
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Fig. 11. Backoff functions for path discovery.

Figure 12 shows the average path duration for each backoff function in (6)
under five different retransmission strategies. The figure also shows the average
path duration for each backoff function, obtained by averaging the results of
all five retransmission strategies. Fach retransmission and backoff strategy was
simulated on 200 connected topologies that were generated for this experiment.
Each individual run was 300 seconds of simulation time.

The results indicate that the longer lasting paths are always obtained with the
convex backoff function. The concave and linear backoff functions also result
in longer path durations than the random and inv-linear backoff functions.
However, an important observation is that in most cases the inv-linear backoff
function performs better than the random backoff function. This is a signifi-
cant result because it means we can reduce the latency and overhead without
sacrificing path-duration beyond what can be achieved with random backoff.

21



12 Hmrandom
2 convex
O eoncave
E linear
Einv-linear

IR IR RT R

RINONNNNTTT
R
SRS eRY

AR A
N
RN

path duration (seconds)

£
s
s
[
e
£
#ee
e
£
[
e
e
e
e
e
e
e
e
e
e
e
e
e
e
[
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
poc
pos
%
P

flooding adjacency angular 3-sector counter average

strategy

Fig. 12. Duration of first path found with five different backoff functions and re-
transmission strategies.

6 Strip Broadcasting. Broadcasting Between Moving Nodes

If nodes (vehicles) are assumed to be located on a strip (road) and the range
of transmission is carefully chosen with respect to width and curvature of
the strip, then in most situations a retransmission is deemed to be redun-
dant once a message has been received from the front and back of the vehicle.
Accordingly, we propose the Strip Broadcasting (SB) algorithm shown in Al-
gorithm 1, where scheduled retransmissions are canceled once the message is
received from both directions. Vehicles could use direction of arrival (DOA)
schemes described in the signal processing literature to determine if a message
is coming from the front or from the rear.

Algorithm 1 Strip Broadcasting Algorithm
Require: packet p
if duplicates(p) = 1 then
schedule_tz(p) > Schedule retransmission
end if
if p arrived from the rear and p arrived rom the back then

Cancel scheduled retransmission
end if

Most highways of course have curves and multiple lanes with vehicles traveling
in both directions. The performance of the algorithm depends on the correct
selection of the transmission range and the curvature of the strip. Two possible
scenarios are shown in Figure 13. If the transmission range is too small then
part of the road might not be covered (a). If it is too big then the road might
change directions within the range of the transmitter (b). This may cause
some nodes to incorrectly determine the direction of an incoming message.
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Fig. 13. Strip Scenarios.
6.1 Definitions and Analytical Model

The SB algorithm can be analyzed by modeling the problem as a one dimen-
sional arrangement of n nodes on a segment of length L, as shown in Figure 14.
All transmissions are omnidirectional have the same transmission range R. A
node that receives a duplicate from the left and from the right does not need
to retransmit.

Fig. 14. Analytical Model

Let s be the source of the broadcast message, meaning it is the first node to
transmit the message. The broadcasting process is symmetrical on both sides
of s, thus it is assumed that s is the leftmost node and the model only considers
the broadcast process to the right of s. If node z is closer to s than node vy,
then node z is called a predecessor of y, and node y is called a successor of x.
In Figure 14, j is a successor of i.

For analytical purposes, the communication model is based on ideal net-
work conditions. Transmission errors and collisions are not considered. Both
discrete-time and continuous-time analyse are considered. In the discrete model,
time advances in discrete slots of length A, and the time necessary for a node
to retransmit the message to all its neighbors is assumed to be less than A.
When a node receives the first duplicate, with some probability ¢ it will re-
transmit the message in the next time slot. With probability 1 — ¢ it will
wait for the next slot, and the process is repeated until the packet is sent
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or the scheduled retransmission is canceled. In the continuous time model,
the backoff period is exponentially distributed, and the transmission delay is
assumed to be short enough such that there is a negligible probability that
two retransmissions overlap in time. This assumption is relaxed later on and
analytical results are provided for overlapping retransmissions. Because of the
memoryless property of both time models, the waiting time for all nodes is
equally distributed regardless of how long ago they received the first duplicate.
As before, we define the depth at a point p (depth(p)) as the number of du-
plicates of the message heard at p. Again we seek to obtain a 100% coverage,
as long as connectivity is preserved.

6.2 Retransmission Analysis

This section presents analytical results about the number of retransmissions
performed in a broadcast operation by the SB algorithm under the model
defined in Section 6.1. The following lemma is similar to Theorem 1, but in
contrast to this Theorem, no assumptions are needed about the locations of
the nodes.

Lemma 1 Consider an interval D of the road of length R, where R is the
transmission range, and let m denote the number of nodes inside D. Consider
all possible picks of backoff periods. Then the expected number of retransmis-
sions occurring in D is at most 1 4+ Inm.

Proof: Consider any interval of length R (refer to the interval [y, z] shown in
Figure 15). Clearly the more nodes that lie to the right of z, the higher the
probability that one of them will transmit, causing some or all of the nodes
in [y, z] to drop their message. Hence to obtain an upper bound, we would
assume that, excluding the rightmost node in [y, z] (node 3 in Figure 15), no
node in [y, z] can reach a node to the right of z.

R

A

72 6 9 1548A
o>
v N J
Y

R

Fig. 15. An empty interval to the left of length at least R represents a wort-case
analysis.

Enumerate the nodes in [y, z] according to the order in which they complete
their backoff period (breaking ties arbitrarily). Let (s;...s,,) denote the re-
sulting sequence of nodes, so s; is the first node completing its backoff period,
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and s,, the last. Let X; be a random variable associated with s;. We set X; =0
if s; cancels its retransmission since it received a message from both directions.
Otherwise (if s; retransmit) we set X; = 1.

Note that s; retransmit if and only if its location is the rightmost among
the nodes (sq...s;). Otherwise, there is a node to its right, which transmits
before s;’s backoff period has expired, causing s; to cancel its retransmission.
Since every permutation of s;...s; is equally likely, s; has equal probability
1/i of being in any of the possible i locations occupied by {s...s;}. This
is because the memoryless property of either the discrete time or continuous
time models makes all node permutations equally possible. As a result, the
probability Pr(X; = 1) that s; retransmits is 1/i. Thus E[X;] = Pr(X; =
0) -0+ Pr(X; =1)-1 =1 The number of retransmissions is 37" X;, and its
expectation is and the expected value of X is

E[fjxl S B =S <1t m

(4

i=1 =1

QED.

The reason that 1 + Inm is only an upper bound, is that messages can be
received also from the right of y, and reaching some of the nodes in [z, y].
Next we show that for some scenario, the bound is tight.

Corollary 1 There is a positioning of the nodes along the strip, for which the
bound of Lemma 1 s tight, up to a constant.

Proof: Consider the arrangement depicted in Figure 16. Along this strip nodes
are located in intervals containing m nodes, called a dense set, followed by in-
tervals containing a single node, called a singleton. Once a singleton retrans-
mit, all nodes in the following intervals receives the message, and only once
the rightmost node in the dense set retransmit, the message is received by
the singleton in the following interval. As easily verified, the inequalities of

Lemma 1 is tight. QED.
‘ m nodes m nodes m nodes m nodes
D > D > <-----—- > <------ >
R R R R

Fig. 16. Example of a node arrangement whose expected number of retransmissions
is 1 + lnm.

Discussion: A fundamental assumption of these theoretical results is that no
two nodes decide to retransmit at the same time. A practical interpretation of
this assumption is that there are no concurrent retransmissions. Two retrans-
missions are said to be concurrent or overlapping if the nodes involved are
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within range of each other and if the difference between their backoff times is
less than the retransmission delay. The retransmission delay is the time inter-
val from the moment the sender completes the backoff period to the moment
the receiver determines it can cancel its own scheduled retransmission.

Concurrency increases the overhead significantly. Note that n concurrent re-
transmissions can increase the overhead by up to n — 1 additional retrans-
missions. Consider a set m nodes within range of each other where n — 1
nodes complete their backoff period while a retransmission from their right-
most neighbor is taking place. There are n — 1 nodes that will not be able to
cancel their retransmission even though they all have a neighbor on the right
that started transmitting first.

Retransmissions can be concurrent without being physically transmitted at
same time, which would amount to having a collision on a shared channel.
This happens when the broadcast algorithm is implemented above the MAC
layer. There can be nodes that have decided to retransmit the message, but
these packets are still on the system, perhaps traveling down the protocol
stack.

The problem with collisions is that the number of retransmissions is not only
increased by the concurrency but also because there is a potentially large set
of nodes that will not be able to receive some or all of these messages. This
disrupts the dynamics of the broadcast operation, resulting in an even larger
number of retransmissions.

7 Simulation Results

The experimental results presented in this section evaluate the performance
properties of the algorithm. Such properties include retransmission overhead,
coverage (reliability), scalability and latency. The SB algorithm was imple-
mented at the application level, meaning that the backoff period of the SB
algorithm takes place outside of the MAC layer. Once the backoff period is
complete, the packet travels down the protocol stack and is handed to the
MAC layer, where an additional backoff period is used as a collision avoid-
ance mechanism. The MAC protocol used in our simulations is 802.11. For
broadcast messages, 802.11 is reduced to a simple slotted CSMA protocol.
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7.1 Comparison with the counter-based algorithm

We first show that in one-dimensional arrangements the SB algorithm per-
forms better than algorithms originally designed for two-dimensional arrange-
ments. We perform a comparison with the counter based algorithm because
a retransmission strategy based on a counter is not intrinsically related to
the dimensionality of the problem and because the counter-based algorithm
performs very well in two dimensions.

Both algorithms were evaluated for nodes randomly arranged in a one dimen-
sional segment whose length is 20 times the transmission range. Fifty node
distributions were generated for each density and an average was obtained
among the 50 results. Backoff times are uniformly distributed between 0 and
200 milliseconds for both algorithms. In each run, a message is broadcasted
from the leftmost node.

Figure 17 shows the coverage vs. density for the SB and counter-based al-
gorithms for one-dimensional node arrangements. The SB algorithm achives
a perfect coverage for all densities. With the counter-based algorithm, the
coverage falls as far as 86% even when the counter threshold is as high as 4.
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Fig. 17. Coverage vs. density for the SB and counter-based algorithms for one-di-
mensional node arrangements.

Figure 18 shows the overhead vs. density for the same experiment. The SB
algorithm has less overhead across the entire range of densities. The SB algo-
rithm is both much more reliable and efficient than the counter-based algo-
rithm.
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Fig. 18. Overhead vs. density for the SB and counter-based algorithms for one-di-
mensional node arrangements.

7.2 Depth, density and backoff period

Figure 19 shows the depth as a function of the node density when the backoff
period is exponentially distributed. Results are shown for four different ex-
pected values of the backoff period (150 ms, 250 ms, 500 ms, 16 sec). The
exponential regression of each dataset is also shown.
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Fig. 19. Depth vs. density for different mean values of exponentially distributed
backoff time.

If there are no overlapping retransmissions then the depth is 4 and does not
depend on the density or the mean backoff period. However, the probability
of concurrent retransmissions increases with shorter mean backoff periods or
higher densities. This results in depth values that are considerably higher than
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our theoretical result of 4. Note that the results for the mean backoff period
of 16 seconds confirms that the depth approaches four when the probability
of concurrent retransmissions is small.

7.8 Latency and Scalability

Figure 20 compares the scalability of the SB protocol to the standard flooding
protocol. The average delivery latency of both protocols is compared as the
number of simultaneous broadcasts operations is increased in each iteration.
The average delivery latency is the average duration of time that it takes for a
node to receive the first message. The SB protocol has a mean backoff period
of 150 milliseconds, and it is compared with two configurations of the flooding
protocol. One with a mean backoff period of 150 milliseconds and another
one with no backoff period. The SB algorithm increasingly outperforms both
flooding configurations as the number of simultaneous broadcasts increases.
When the number of broadcast operations is increased, the adverse effect of
collisions has a greater impact on the flooding protocol.
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Fig. 20. Comparison of analytical and simulation depth results.

7.4 Memoryless vs Randomness Properties in Backoff Time Distributions

This section presents an interesting experiment comparing the memoryless
property that the exponential distribution exhibits with the maximum ran-
domness or spread that the uniform distribution provides. We will see that
both properties are beneficial and therefore desirable to have in a backoff time
distribution. Unfortunately, we cannot maintain both properties.
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Note first that all nodes currently waiting to retransmit did not necessarily
start waiting at the same time since they could have received the first dupli-
cate from different nodes at different times. The memoryless property gives all
nodes equal probability of being the first one to retransmit because the dura-
tion a node backoff is independent the duration it has already waited. This has
a favorable effect on the number of retransmissions. Without the memoryless
property nodes closer to the source would have a tendency to retransmit first
as they have waited longer. The retransmissions would then be closer to each
other, less nodes are silenced and the broadcast operation propagates slowly.

On the other hand, a uniform discrete distribution has less propensity for
collisions because its probability density function is more evenly spread across
the range of values. In other words, a uniform distribution is as random as it
gets. This too has a favorable effect on the number of retransmissions. More
randomness means fewer collisions between duplicates that will potentially
silence more nodes.

Figure 21 shows that having less propensity to collisions proved more favor-
able than having the memoryless property. The uniform distribution results in
smaller depths across the simulated density spectrum. A mean backoff period
of 150 milliseconds was used for both distributions.
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Fig. 21. Exponential versus Uniform backoff period distributions.

8 Conclusions

In this paper, we study the application-level backoff timers necessary for
effective broadcasting in a wireless ad hoc network. We observe that the
application-level back-off time required to achieve 100% coverage decreases
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with increasing node density. At low node densities, smaller application-level
backoff timers lead to collisions at the MAC layer, achieving less than 100%
coverage. Thus, application-level backoff timers are critical at lower node den-
sities. With this observation, we studied different strategies for setting the
application-level backoff timers, and how to use information from the node’s
neighbors to determine whether the node should participate in the forwarding
process.

The Angular retransmission strategy presented in this article has the least
overhead among all compared strategies. It is a simpler way to implement
a retransmission strategy based on location information. Another advantage
of the angular strategy is that it can either be implemented with GPS or
angle of arrival (AOA) technology. When reliance on these technologies is not
possible, the simplicity and efficiency of the counter-based scheme makes it
the best choice.

A good backoff strategy is important for minimizing the latency and taking
advantage of directional diversity to reduce the overhead. For path discovery,
the backoff strategy must also consider the impact on route lifetime. The inv-
linear backoff function reduces the latency and overhead without sacrificing
path-duration beyond what can be achieved with random backoff.

This article has presented a broadcasting algorithm for applications such as
vehicular broadcasting that can be modeled as a set of nodes arranged on
a strip and analyzed as a 1-dimensional arrangement of nodes. Under ideal
network conditions, the algorithm exhibits a constant overhead independent
of the density and therefore scales better than flooding.

The article also analyzes which properties of backoff distributions affect the
broadcasting overhead and show that uniformly distributed backoff times is
the better choice. Another key finding is that waiting for additional duplicates
before deciding to retransmit actually decreases the delivery latency because
reducing overhead reduces collisions and speeds up message propagation.
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