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Abstract—Internet Service Providers (ISPs) route traffic at
the IP layer with the preference of less inter-carrier payments
while Content Distribution Networks (CDNs) route traffic at
the application layer with the preference of better applicdion
performance. Such mismatch of routing preferences leads to
conflicts that eventually result in higher operational costfor both
ISPs and CDNSs. In this paper, we propose to make CDN and ISP
routing mutually beneficial through ISP’s non-uniform bandwidth
charging and CDN's bandwidth cost-aware request routing. More
specifically, ISPs charge different prices for traffic that raverses
different types of inter-domain links and CDNSs, in routing user
requests to their servers, try to minimize their ISP paymens by
taking the pricing information into consideration. We evaluate the
solution in large scale simulations. The greedy solution @sents
the lowest bandwidth cost for CDNs but at the expense of netwk
performance for users. With end-to-end delay introduced asa
constraint in the optimization process, the solution mainéins good
network performance for users while achieving significant avings
in bandwidth cost. Compared with conventional nearest-aviable
policy in CDN request routing, our solution moves significam
amount of inter-domain traffic from provider routes to peer or
customer routes, reducing operational costs for ISPs and CBs.

I. INTRODUCTION

be routed from the server to the user through underlying ISP
networks. There can be a conflict between CDNs and ISPs in
this process. For instance, between two servers locatedadn t
different ISPs, CDNs may choose the server that has a shorter
end-to-end delay to the user for better application peréoree,

but ISPs may prefer the other server whose traffic will take
customer route rather than provider route to save on the-inte
carrier payment. With increasing commercial success of €DN
in delivering contents at the Internet scale [1], [6], thelgem

of mismatched routing preferences between CDNs and ISPs is
becoming more prominent.

Actually CDNs have the economic incentives to resolve such
preference mismatch but do not have necessary information o
mechanism to pursue such actions. CDNs pay the ISPs for using
the underlying networks based on the traffic volume that CDN
servers send and receive. If an ISP’s operational cost goes u
due to the increase of inter-carrier payments, it will evaily
be reflected in higher ISP charges to CDNs. Therefore CDNs
and ISPs have the common interest in reducing ISPs’ inter-
carrier payments, which will reduce the operational costs f
both of them. The main question is that, for CDNs to cooperate

Internet Service Providers (ISPs) interconnect amongst eavhat information needs to be shared between ISPs and CDNSs,
other based on commercial agreements that determine the flavd through what mechanisms the cooperation is to be done.
of money between them and thereby influence the flow of trafigeally the shared information should be minimal and the
between them as well. Typical commercial agreements ate thaoperation should not introduce any unnecessary dependen
customer networks pay provider networks for data transit sé&etween ISPs and CDNs.
vices and peer networks do not pay each other explicitly.[14] We propose that in order to economically incentivize CDNs

ISPs then administer routing policies over inter-domaaffit
to minimize their inter-carrier payments. In typical pddis,

to consider underlying ISPs’ routing preference, ISPs khou
charge differently for content traffic depending upon thpety

ISPs prefer to route traffic through customers rather thamspeof inter-domain route it takes and make this pricing infofiom
to gain revenue from customers, and through peers rather th&ailable to CDNs. For example, content traffic taking pdevi

providers to avoid incurring provider charges [24].

route is more expensive than content traffic taking peererout

Content Distribution Networks (CDN) route content trafficSuch non-uniform pricing on content traffic does not change

at the application layer to provide better application perf

frequently since the underlying inter-ISP relationshipresa-

mance [19]. CDNs are overlay networks composed of a largieely stable, thus it can be readily shared with CDNs. ISPs
set of dedicated servers that are deployed in many ISPs. Whadready monitor their inter-domain traffic at border rostand

a user requests certain content, a CDN redirects the requestulate their bills based on the traffic volume. The onlirax

to a server that has the content. Then the ISP in which ttléng they need to do is to use different prices for different
server resides will route the requested content traffic ® thypes of inter-domain traffic generated by CDN servers.

ISP of the user. At present, CDN'’s request routing mechanismWe devise a novel CDN request-routing mechanism, called

only considers metrics of application performareg, network
delay [12] and server load [11], but not underlying ISPs'titog
policies.

COst aware REquest routing for Overlay Multicast Networks
(CORE-OMN), whose objective is to minimize CDN payment
to ISPs. We formulate the user-request routing problent) wit

The mismatch of routing preference between CDNs amglven ISP routes and corresponding prices, as an optiroizati

ISPs can result in higher operational costs for both. CDNgoblem where each user to server assignment contributes an
request routing determines the source.(the server) and the ISP charge. We outline the optimal solution but focus upon a
destinationi¢e., the user) of the content traffic, which then willfast greedy heuristic that assigns new user request to thierse



that incurs the least marginal ISP charge. CORE-OMN by mi
imizing ISP payments alone may negatively impact applcati
performance, and thus metrics of application performangstm
be included as constraints to the optimization problemhis t
paper we use end-to-end delay as such a constraint, whith tu
out to be effective. With ISP’s routing preference exprdss:
economically and factored into CDN's request-routing, enol
content traffic will take cheaper IP routes within the dela
constraint, which reduces operational cost for ISPs and £D!
The principles of the solution are applicable to all th.
services offered by CDN. As the first step in this direction,
this paper focuses on the overlay multicast service onlyghvh
involves huge amount of traffic with significant impacts on
network operations. CDNs such as Akamai [2] and Lim
light [4] have been the most successful in delivering stiegm
video content to millions of viewers Internet wide, incladi

" . A multicast CDN consists of a content delivery infrastruc-
popular political events [6] and live sports events [1]. &gc y

wudi 71 al dict d e i i the d d tIure, a request-routing mechanism, and an overlay mutticas
studies [7] aiso predict dramalic increase in the demand 9k tion mechanism [20]. The delivery infrastructuen-
online streaming video content, which means that multic

. . o . a§kts of dedicated servers with reserved bandwidth, degl
CDNS. in the futu.re W'”.be de||ver|-ng a ml.mh Iarge_r quantify Ostrategic locations within the Internet such as Point ofs@nﬂn:’;
such |nter-_doma|n traffic thereby_ increasing their imparpien (PoP) of various ISPs [12]. The distribution mechanism is es
the operatlopal costs of urllderlyllng ISPs. . sentially an overlay multicast protocol that connects #rwers

In evaluation, we use S|mulat|o.ns to compare Val’.latIOI’IS. to one or multiple dissemination trees through which tatad
CORE-OMN against nearest-available request routing polig; he delivered from the source server to edge servers.yMan
that is commercially adopted in many CDNs [12]. COR%rotocols have been designed to build such disseminates tr

OMN-Greedy achieves the lowest bandwidth cost but at t _eg’ OMNI [8], AMCast [21], HMTP [25] and Narada [9], each
expense of network performance for end users. CORE-OM};

| id p K ; ; q gtimizing particular application performance metrics.
D.e dy provides goo ne_twor performance fTor end USerStne focys of this paper is the request-routing mechanism,
with significant savings in ISP payment. Compared wn{R,

Jabl ) CORE-OMN & hich redirects user requests to servers with requestemion
nearest-available request-routing, ) MOVES BI9NL g available bandwidth subject to user assignment pslicie

ic_ant amount of inter-domain traffic fr_om provid_er routes tcfhe conventional user assignment policy is “nearest-abtr,
either peer or customer routes, rgducmg operational gfogts whijch selects the server that is nearest to user and has lenoug
both CD.NS and lS.PS' .We also deS|gn and evaluate a distribulgel;- e handwidth to send another stream of data to uger [1
mgchanlsm to 'T‘a'”ta'“ !O\.N bandwidth cost as group membq.r-ere are variants of the nearest-available policy thasiclem
ship changes with user join and leave. other factors such as server load [11], cache locality [26],

The rest of the paper is organized as follows: Section llgive ,q (obustness [23]: however they all focus on application
brief background on multicast CDN and ISP charging mOdel&erformance and not the impact upon ISP charges.
Section Il presents design overview. Section IV formudate

— Inter-ISP link
— = Customer Path
= = = Provider Path

Cheapest Server Nearest Server

Fig. 1. Impact of user assignment policy on inter-domaiffficra

G‘e'conomy of scale i.e. the unit price per Mbps drops as thé tota
purchased bandwidth goes up.

uation methodology and simulation results. We discussterélalSPB, and ISP; is customer of ISR. Also, SRV,

. : : : has longer
work in Section VII and conclude the paper in Section VIII.

network delay to user than SRV The nearest-available policy
would choose SRY to serve user, which means IS®ill have
to pay its provider for the traffic incurred, and the cost will
ISPs charge business customers based on the traffic volugientually be transferred to the CDN too. But if the CDN tries
that customers send and receive within a charging peeigd, t0 minimize its ISP payment, it would choose SRYo serve
one month. There are two popular ways to determine tH&er since ISR does not pay its customers, and the reduced cost
charging volume: 95-percentile and total volume. In therfer to ISP4 will eventually benefit the CDN too. In this paper we
approach, traffic volume for each 5-minute is recorded for @eneralize the idea in this simple example to achieve miytual
month and the 95-percentile over the sorted values is useddggeficial cooperation between CDNs and ISPs.
charging volume. In the latter approach, the total traffitixe
within a month is the charging volume. ISPs determine the
final bill using a charging function with the computed chaggi  This section outlines the enabling mechanism for CDN and
volume. The charging function, as reported [27], [13],duols ISP cooperation.

II. ISP CHARGE AND MULTICAST CDN NETWORK MODEL

I1l. DESIGNOVERVIEW



. TABLE |
ISP PerspectiveiSPs, at present, charge purely based on  noration ForR CORE-OMN USERASSIGNMENTPROBLEM

traffic volume, which offers no incentive for CDNs to consid

derlving ISPS’ routi ¢ Traffic of th an K Number of servers deployed within ISPs.
underlying S routing preterence. fraflic oTthe€ same amo SRV, ; | Server SRV, deployed in ISR with bandwidth B.
costs differently to an ISP depending upon the type of lirk th . - -

. , . N Number of interested users in group.
traffic traverses. In general ISPs prefer the traffic to stakio . . .

: . P ” : U, ; Interested user Uin ISP; consuming b bandwidltf
their own network,i.e,, so-called “on-net” traffic. Thereafter Con ISP charaina funciion for on-net iraffic
ISPs regulate their “off-net” traffic, which leaves theitwerks, i J 9ing -

of f P - -
through inter-domain routing policies. None of this is refiel | _C; ISP; coarse charging function for off-net traffic.

7‘ n 0 . -
in ISP charges to CDNs, leaving CDNs clueless even if theyC; | ISP; charging function for off-net traffic being
are willing to cooperate. C/“" | sent over its provider, peer and customer link

cust H
ISPs need to charge different prices for on-net traffic afid of < respectively. .

. . . uor Number of on-net users assigned to SRV
net traffic generated by CDN servers to recover its operation ijf .
costs and more importantly, provide economic incentives fo U,?mv Number of off-net users assigned to SRV
CDN to consider ISPs’ routing preferences. A natural sgttin Ugm Number of off-net users assigned to SRvwhere
is to model prices after their respective transmissionscesy, | Yk corresponding off-net traffic from ISAs sent on
ISPs can set charges for provider, peer, customer off-afictr Uﬁu“ provider, peer and customer link respectively.
and on-net traffic in that order from most expensive to leastdist.x | Overall delay experienced by usey Bt SRV,
expensive where each charging function still follows eaoypo
of scale. To calculate CDNs’ final bills, ISPs need to measure
the traffic volume on each of its inter-domain links, which is IV. CORE-OMN REQUESTROUTING
already commonly done in commercial ISPs by using tools In this section, we formulate the user assignment problem
like NetFlow. The ISPs need to identify traffic of CDN serverpased on the modified ISP charging model. From henceforth
by source and destination IP addresses, and apply differ@et use bandwidth cost and ISP charge interchangeably.
prices to different types of traffic. Such non-uniform pnigi
information needs to be shared with CDNs. It can be treat@d General CORE-OMN User Assignment Problem
in the same way as today’s ISP charging information, which
is usually part of the contract with the CDNs. Therefore th&
change to ISP operations is small.

We introduce the notation in Table | and state the general
ORE-OMN user assignment problem formally as: Given:
(1) K servers s.t. any SRV, with bandwidth B deployed
CDN Perspective:Under the non-uniform ISP charging,in ISP; uses G" and C;’ff charging function for on-net
CDNs are incentivized to minimize their ISP payments bgnd off-net traffic! respectively; (2) N interested users s.t.
adjusting their request routing policy, which is examined iU, ; present in ISP consumes b bandwidth. Find the user
detail in the next section. In order to do this, CDNs need tssignment which minimizes bandwidth cost of the multicast
know that given a destination addrese.(IP address of user), groupy_;", C¢"(Ug"-b)+C57 (U2'7-b) under the following
what routes are available and their associated prices fl@m gonstraints: (1) all users are assign@le Uem + szf =N

server sites. Note that CDNs do not need to know ISP’s intg{nd (2) bandwidth constraint at each server is ngie” +
domai.n relationship or why ISPs charge a particula_r price qylgff),b < B. Bandwidth consumption in supporting multicast
a particular route. All CDNs need to know is what will be thgyroup occurs in the overlay tree from origin to edge serveds a
ISP charge if traffic is sent from a server to a particular IP. fom edge server to users. But the bandwidth consumed by
One way to obtain such routing and pricing information igsers is orders of magnitude greater as users are far mare tha
through a passive BGP session, from which the ISP rout&grvers in the overlay tree, and therefore bandwidth coagum
announce their routing updates augmented with pricingrinfdy users is only considered in aforementioned formulation.
mation in the form of BGP community attribute PATARICE,  Offline Dynamic Programming SolutioDynamic program-
and CDN’s control servers receive this information and malkaing approach provides optimal solution to the CORE-OMN
request-routing decisions. A CDN'’s control server can get wser assignment problem since the optimal solution toidlist
such passive BGP sessions with all the ISPs where CDW users amongst K servers contains within it the optimal
has presence, collect necessary pricing information, angy ¢ solution to the sub-problem of distributing n users amongst
out the optimization process to determine which server hservers where AN and k<K. Let cost(n, k) be the optimal
which ISP should serve the user. This approach of passi@st for allocating n users amongst k servers. The evaluatio
BGP session is compatible with current operations and scustarts at cost(n,1) where n=1,...,N with k=1 forcing evesgns
minimal cost to both CDNs and ISPs. to be assigned to SRV;. While assigning users to SRV

Now CDNSs and ISPs share the minimal information needettﬁ1e respective on-net or off-net bandwidth cost is applied d

and for most part still operate independently. But the tesilll pénding upon ISP locality of sever and user. Finally evangat

make_eco_n(_)mm sense for both of them as the coope_ratlon 18n this formulation we consider coarse charging functiondti-net traffic
done implicitly through CDNSs’ cost-aware request-routing  without distinguishing traffic sent over provider, peer astmer links.



Cy™(> Uirsp=1-b) + Cfff(z Ui, rsp#1b) k=1,Bi2n-b

cost(n, k) = =0 i=0_ N
. _ _ on i . of f . .
OI<nzl£n COSt(TL z, k 1) + Ck (; U%[SP:]C b) + Ck (; Uz,ISP;ék b) k>1

cost(N,K) gives the optimized cost of deploying the mulicaAlgorithm 1 Online CORE-OMN-Greedy User Assignment
group. Tracking the user distribution of the sub-proble o Greedy User Assignment

us to find the user distribution for cost(N,K), the solutian t SRVList = list of servers with available bandwidth
the user assignment problem. The runtime of the algorithm ispUser = user to be assigned consumibdandwidth
O(K.N?) and the space complexity is O(K.N). The algorithm for all SRV, € SRVList do

considers all the sub-problems in the space of O(K.N) tloeeef if SRV;-ISP; == pUserISP then

for any change in membership of the multicast group, Aty OnNet-SRVsadd(SRV,); Cosy, = C7"(b)
requires O(KAN?) computation to evaluate the cost-optimal else '

user assignment. Since the dynamic programming solution is  OffNet-SRVsadd(SRV;); Cos, = C?”(b)
computationally expensive and slow for assigning users in aSRV,;; = Cheapest-Off-Net-Server(OffNet-SRVs)
flash-crowd there is a need for an online greedy heuristic. ~ SRV,,, = Cheapest-On-Net-Server(OnNet-SRVs)

Online CORE-OMN Greedy Heuristi€ORE-OMN-Greedy pUserjoins SRV with cheapest marginal bandwidth cost
heuristic, by identifying the type of traffic generated farya
server-user assignment and its associated ISP chargds imab
perform bandwidth cost-efficient user assignment. Thedyreeserver. However points of intersection, say at p, may exist
heuristic exploits the fact that charging function for ogt-n between charging functions of SRY and another server,
traffic is always cheaper than charging function for off-ngfay SRV,,,, representing the bandwidth cost contention region
traffic. For CDN this means on-net server which is in the sansince ¢,:(p) = G:(p) Where ¢, and g,; are ISP charging
ISP location as user is cheaper and therefore preferred tiianctions of SRV, and SRV, respectively. The cheapest
any off-net server present in different ISP location as dser server at the intersection point is evaluated by comparing
bandwidth cost-efficient user assignment. On-net serverem c;ms(p) against ¢ ,(p). After evaluating SRY, and SRV,
content closer to users and by acting as cache site minimZORE-OMN-Greedy compares their respective marginal band-
ISP’s network access cost. The greedy heuristic presemesst width cost and assigns user to server offering lowest margin
benefits by giving preference to any available on-net seiorer bandwidth cost. Since on-net charging function is expetded
user assignment. Thereafter greedy heuristic assignsaielifr  be always cheaper than off-net charging function, the defau
net server offering the lowest marginal off-net bandwidtistc user assignment is always to the on-net server. The runtfme o

CORE-OMN-Greedy presented in Algorithm 1 perform&€ORE-OMN-Greedy is O(K) suitable for assigning users in a
bandwidth cost-efficient user assignment after classifyirflash crowd where group membership can change rapidly.
servers into on-net and off-net type and thereafter compari
the respective marginal bandwidth cost offered by eachesenB- Extended CORE-OMN User Assignment Problem
Servers can be classified as on-net and off-net type for anyExtended CORE-OMN user assignment problem takes into
given user by comparing the ISP location of server agairest usaccount all the different types of off-net traffic which caa b
Server locations are known as part of the delivery infrastne generated at a deployed server site. In the general problem
and user is assumed to be located within ISP originating th&'rmulation, ISPs only distinguish between on-net andneft-
BGP path to user's destination address. Thereafter CORFaffic which is useful for server sites placed within cusesm
OMN-Greedy compares marginal bandwidth cost offered etworks and small regional providers where mostly on-net
each server which depends upon server load and ISP chargi@gfic is served and off-net traffic can only take the default
function. MetaCDN [11], adopted in commercial CDNs such gsrovider route. However Tier-1 and Tier-2 networks offerreo
Akamai [2], describes the collection and maintenance ofeser choice of routes to its off-net traffic due to their intercon-
loads and the ISP charging function is known as part of thections with several ISPs which involve different types of
delivery infrastructure. commercial agreements and therefore different types ef-int

CORE-OMN-Greedy assigns user to server offering cheagarrier payments.
est marginal bandwidth cost. CORE-OMN-Greedy evaluatesThe Extended CORE-OMN user assignment problem is
the locally cheapest on-net server (SRY and the globally stated formally as: Given: (1) K servers s.t. any $RWvith
cheapest off-net server (SR¥) offering the least respective bandwidth B deployed in ISPuses G* and G"", CI*“" and
marginal bandwidth cost from the respective list of servbrs C;?“St charging functions for on-net and different types of off-
each server list, the server (SRV) offering least immediate net traffic respectively; (2) N interested users,;ldonsuming b
marginal bandwidth cost is evaluated as the candidate eseapandwidth and present in ISPFind the user assignment which




minimizes bandwidth cost of the gro@iil Cem(Ugm -b) +  network performance of users and therefore we introduce the
C;?TOU(USTOU.b)+c§’6”(U,f€”-b)+Cj“5t(U,§“3‘7-b) under the notion of delay constraint to the CORE-OMN user assign-
following constraints: (1) all users are assignle Ugr+  ment problem. The bandwidth cost of group and network
UP™ 4 UP*" 4 Ug*st = N and (2) bandwidth constraint for performance of users are orthogonal metrics of performance
each server is metUg™ + UF™ + UP*" 4 Ug*st) -b < B.  Which can not be optimized simultaneously. However the
Online Extended CORE-OMN-Greedy HeuristiExtended User assignment policy impacts both bandwidth cost and user
CORE-OMN-Greedy heuristic regulates the off-net traffio-ge delay. In order to account for user delay while trying to
erated at server sites in accordance with the underlying’ISPinimize bandwidth cost we supplement the CORE-OMN user
routing policies due to the economic incentives presenyetié  assignment problems (both general and extended) with delay
ISPs in the form of the modified charging functions. The gyee@onstraint as follows: for each user; W@ssigned to SRY,
heuristic reduces the operational ISP charges by trairgferrdist; x < dist; ar, where SRV is the top M" server offering
CDN servers’ off-net traffic from costly provider or peer IHeast delay to the user. We have found the best trade-offdzstw
routes to cheaper customer IP routes. For CDN this medtndwidth cost and user delay is achieved when user is &ssign
customer off-net server where off-net traffic traversesrovt® one of its top 5 servers offering the least delay.
cheaper customer IP route is preferred for user assignment o
provider or peer off-net server where off-net traffic trags Algorithm 3 CORE-OMN-Delay constraint User Assignment
over costly provider or peer IP route respectively. The dyee Delay Compliant Server Selection
heuristic still gives preference to on-net server if ava#a but SRVList = original list of servers with available bandwidth
re-distributes the off-net traffic to reduce operationadtcimr pUser = user | to be assigned consumirtgbandwidth

both CDN and ISPs. path-dist, , = distance between application entities x and y
Extended CORE-OMN-Greedy presented in Algorithm 2 for all SRV, € SRVList do
considers the different off-net servers with available tesu dist; ,, = path-dist + path-dist o0

to user and compares their respective off-net ISP charges to Order SRVList by disty,

evaluate the cheapest off-net server (SRY to be used in  Delay-Compliant-SRVList = Top M servers in SRVList
Algorithm 1 for bandwidth cost-efficient user assignmeriteT  return Delay-Compliant-SRVList

greedy heuristic needs to consider the possible routesafiie t

can take from the various servers’ ISP location to user ISPCORE-OMN-DeIay Heuristic CORE-OMN-Delay exploits
'°°"?‘“°F‘- We introduce the notion of Node quation (NR) MaRne fact that network performance of users is composed of
maintained by CDN, which captures the avaﬂable routes frOBQ/erIay tree delay and last-hop delay in evaluating theydela
ser_versh ISP to userhs ISP gncri] thqr_assoaated :}SP char straint for each user assignment. Commercial CDNs adopt
Using the NR map, the greedy heuristic compare the resgectije o 4rest available policy which focuses on minimizirgi-la

off-r_lle':)IISPf?harges assoc_ﬁ;[ed W;th thﬁ a"ﬁ""f‘b'e :coutma the hop delay and thereafter the distribution mechanism attemp
available off-net servers. Thereafter the choice of chetapté to optimize the overlay tree delay. But the user assignment

g?t SEIVEr 1S dnver;f by thehord¢r|n? of l.SP chargw;}g furr:(snon olicy impacts both the overlay tree delay and last-hopydela
ince ;:fustomer off-net ¢ arg:jng buncno_ns adre t I?f cheap perienced by the user. For instance, the user assignment
most off-net users are expected to be assigned to off-neser policy can assign user to a server more closer to root or more

over customer IP routes. closer to leaf which will result in different overall delagrfthe
ser. Therefore imposing delay constraint based on theathver
elay from root to user presents a more holistic approach at
ensuring better network performance for user.
CORE-OMN-Delay presented in Algorithm 3 outlines the
selection of servers which are delay compliant for any given
user. The heuristic initially evaluates the top M serverscivh
offer the least overall delay for any given user. Thereatter
user is assigned to the cheapest server amongst the top M
servers which are delay compliant by using Algorithm 1 for
general and Algorithm 2 in conjunction with Algorithm 1 for
extended CORE-OMN user assignment problem.

Algorithm 2 Extended CORE-OMN-Greedy User Assignmeng
Cheapest-Off-Net-Server
OffNet-SRVs = list of off-net servers
pUser = user to be assigned consumibdandwidth
NR(ISP,, ISP;) = ISP, off-net traffic charging function
for BGP route from ISPto ISP,
for all SRV, ; € OffNet-SRVsdo
rel = NR(SRV;-ISP; , pUserISP)
Cost, = C;(hb)
Find SRV, ;¢ = SRV with minimum off-net Cost
return SRV,sf

V. CORE-OMN RroTOCOL

) _ Overlay multicast protocols are involved in (1) assigning
C. CORE-OMN User Assignment Problem with Delay Cofysers to servers (2) organizing participating servers ettme
straints multicast group into a dissemination tree to deliver conten
CORE-OMN user assignment problem focuses on mirfrom root to end users and (3) maintaining the overlay tree as
mizing bandwidth cost alone which can negatively affect thgroup membership changes. CORE-OMN can choose from the



various user assignment heuristics based on the undeilyihg constraint the search for user movement is made in incrgasin
charging functions and the desired user performance. @yerscope of distance from ISP where server SRY.; faces

tree construction can be performed using any of the follgwirthe user deficiency. Initially users within ISR being served
protocols: OMNI, HMTP, NICE and AMCast. We consider theinderneath any off-net servers are candidates for movement
overlay tree maintenance problem from the point of maiimgin since the change in bandwidth consumption is from off-net to
low bandwidth cost as group membership changes. on-net. However if no such user is found then off-net users
A CORE-OMN User Movement Problem of nearby ISPs are considered for movement in an attempt to

change bandwidth consumption for a user from provider t@ pee

Multicast group membership changes as users join agfloor tg customer off-net and in that order. The scope of the
leave. CORE-OMN user assignment ensures bandwidth cast

efficiency for any joining user. However when a user Ieavqﬁ
the group a deficiency is created underneath its joiningen;ervthe run-time complexity.
which can be fulfilled by any other user. CORE-OMN user
movement exploits such opportunity by moving users from V1. EVALUATION

costly server locations to any cheap server location whsee U | this section we compare user assignment policies on vari-
deficiency occurs to reduce the overall bandwidth cost. oys performance metrics: bandwidth cost, network perfacea
The CORE-OMN user movement problem is stated fofpr ysers and inter-ISP traffic generated by CDN servers and
mally as: Given user deficiency at SRY find user U; eyaluate effectiveness of CORE-OMN user movement policy
under SRV, for movement which maximizes reduction iy reducing bandwidth cost as users join and leave group.
bandwidth costCZ, (b) — Cicp(b) under the delay con- |y CDN, servers and users are present within ASes, where
straint for U ; and where old N R(1S Peurr, ISP;), and new, server deployment is known and users in any AS can request
NR(ISPyep, ISP;), captures the old and new IP routesgontent. To simulate CDN, AS-level topology [3] providing
respective ISP charging functions. _inter-AS link connectivity is used as the underlying netkvor
_CORE-OMN Distributed User Moveme@ORE-OMN Dis- \yhere servers and users are attached to various AS locations
tributed user movement cons.|ders the type of bapdywdth CAf¥%e use publicly available BGP routing tables from Route-
sumgd pefore and after moving the user to maximize the kgg\ys [5] and infer the type of BGP policy compliant path
duction in bandwidth cost through user movement. The sche@mgean petween any pair of ISPs using Gao’s algorithm [14]
exploits the fact that changing bandwidth_consumptioq of_t@ construct NR Map. Users are distributed amongst ASes
user frlom off-net to on-net present; maximum reduction fBllowing group membership studies [22], [16] that repdre t
bandwidth cost. And similarly changing bandwidth consumpsistence of spatial properties such as clustering andsiiye
tion of a user from provider off-net to peer or customer offy, yser population of multicast groups. Clustering pointg o
net and from peer off-net to customer off-net presents thes skew in user population while diversity points out theyéa
next best alternative for maximum reduction in bandwidtitco n,mper of distinct locations where popular groups are aecks
However the scheme also needs to consider the delay constr@}, simulate both spatial properties we distribute usersrayso
associated V\_/ith user re-assignment to avoid moving usersyt@ physical AS locations following Zipf distribution.
servers offering unacceptable delay performance. Previous works [15], [27], [13] have reported differentégp

Algorithm 4 CORE-OMN Distributed User Movement of ISP chargl_ng models _composed of a ISP charging fu_nctlon,
_ c(x) where x is the charging volume, and ways to determine the
Candidate-User-Movefrom ISPy, to ISPgc¢)

) : charging volume x. In [27], [13] ISPs are reported to charge
for all U; 1oc in ISP, and assigned to SRV, do their customers over the total volume of traffic generatsthai
old = NR(SRV;-ISP,..,, ISP,,.)

the concave charging functiefir) = (a«—g-lnr)-r, wherec is
new = NR([SPdef’ lsﬁoc) the monthly feey is the charging volume in Mbps, andand
opportunity-cost = €;.,.(b) - Cj'(b) £ are two parameters. In [15] ISPs are reported to charge their
return - Uj o with maximum opportunity-cost customers over the 95th-percentile of the traffic volumegsi
Search for User Movement o complex step-wise increasing charging functions. We gerer
SRV within ISP with user deficiency the ISP charging functions for on-net and off-net traffic &md
;Sjge:r E:fmndulﬁg(t)e-User—Move(@l?, 1SPie/) both charging models while maintaining the general trend of

charging functions following economy of scale.
for all ISP,,. 1-hop from ISR, do

user = Candidate-User-Move(ISE, ISPy.y) A. Analyze Extended CORE-OMN User Assignment Problem

Choose user wittmaximum opportunity-cost The performance metrics are affected by these variables:
ISP locality of servers and users, latency matrix, senagficr
CORE-OMN Distributed user movement presented in Alead and user traffic demand; information that is proprietar
gorithm 4 searches a user for movement which maximizes commercial CDNs. Therefore CORE-OMN protocol with
reduction in bandwidth cost without violating the delay corextended CORE-OMN-Greedy and Delay is compared against
straint for the moved user. In order to comply with dela@®MNI protocol with nearest-available, for groups of incsize
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Fig. 2. Each policy generates nearly same on-n&lig. 3. CORE-OMN-Greedy present least bandFig. 4. CORE-OMN-Delay sacrifices on bandwidth
and cust. off-net traffic with servers in Top ASes width cost by assigning users to cheap servers cost to improve network performance of users

X*f‘* T customer off-net servers and saturating them to exploit the
' concave nature of ISP charging functions. CORE-OMN-Delay
assigns off-net users to cheap delay compliant off-neteseyv
which are not always globally cheapest off-net servers but
still offer significant bandwidth cost saving in comparision
nearest-available policy. The nearest-available polisgigns
users to nearest available customer off-net server based on
user locality that may not necessarily be the cheapesgllyer

08

0.2
OMNI Nearest-Available ~ +

Extended CORE-OMN-Greedy causing significant increase in bandwidth cost.
o ‘,w ) ) ) COR‘E-OMN-‘Delay ‘>< i L i
0 200 400 600 800 1000 1200 1400 1600 CORE-OMN user assignment policies present improved
_ pelay Experienceq by Users network performance for most users when compared against
Fig. 5. End-to-End delay constraint improves network pennce the nearest-available policy in Figure 5. CORE-OMN-Delay

assigns users to off-net servers that are already part of the
dissemination tree and therefore offering much lower tree

sizes where servers are assigned fixed bandwidth and u&&@y, which improves the overall network performance far t

consume fixed bandwidth, in specific scenarios that recdityi USers. For certain users such delay compliant and cheayeoft-
capture aforementioned variables. servers are available over peer paths which explains the pee

1) Servers deployed in Top AS locationsith servers off-net traffic generated by CORE-OMN-Delay in Figure 2.

deployed in top AS locations of mostly Tier-1 and Tier-Z Ne nearest available server offers minimum last-hop delay

networks with maximum degree, the user assignment polici\grE'iCh improves network performance for certain percentage

mostly generate on-net and customer off-net traffic as shipwn®! USErs but the tree delay remains sub-optimal causing an

Figure 2. On-net server is preferred by CORE-OMN user #J\_/erall increase in delay for every user. CORE-OMN-Greedy

signment policies since on-net bandwidth is cheapest daa-to y optimizing bandwidth cost assigns users to off-net Jerve
net charging function being cheapest and preferred by etaaréhat are cheap but offer great_er free delay thereby sangfici
available policy since on-net server is nearest. It expldie network performance for certain users.
near same level of on-net traffic generated by the various use2) Servers deployed in Tier-1 and Tier-2 Networl8ervers
assignment policies. But due to Zipf user distribution,re- are deployed in every Tier-1 and Tier-2 network to move
servers in certain locations get saturated forcing othersum content closer to users and user distribution is focused on
those locations to be assigned to off-net servers. As searer ISPs offering diversity in inter-ISP link connectivity taqvide
deployed primarily in provider AS locations almost all swéfr ~ choice in terms of type of inter-ISP traffic generated at CDN
net users are served over customer paths explaining thatetevservers by user assignment policies as shown in Figure 6. As
levels of customer off-net traffic. before, each user assignment policy assigns nearly 30%eof us
CORE-OMN user assignment policies significantly reduc@§pulation to on-net servers implying that a certain petage
bandwidth cost as compared to nearest-available policy @ user population is bound to be served by nearest available
both ISP charging models as shown in Figure 3 and Figurehich is also cheapest available on-net server. But there is
The trend for bandwidth cost is same for both ISP chargingriety in off-net traffic since same user can be served over
models and therefore only representative result is shown diferent IP routes.
other scenarios. Extended CORE-OMN-Greedy presents leasfORE-OMN user assignment policies by regulating off-net
bandwidth cost by assigning off-net users to globally clesap traffic in accordance with underlying ISPS’ routing prefese
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Fig. 6. CORE-OMN shifts provider and peer toFig. 7. CORE-OMN reduce bandwidth cost byFig. 8. CORE-OMN-Delay reduces delay by
cust. off-net traffic with servers in Tier-1,2 ASes assigning users to servers over cheap IP routes assigning majority of users to few off-net servers
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Fig. 9. Servers and users within same ASes Fig. 10. Reduced ISP cost saving by On-Net SRWFig. 11. CORE-OMN-Delay improves user delay

is able to significantly reduce bandwidth cost for CDN wheimize the average delay for the users. Since nearest alailab
compared to nearest-available policy as shown in Figure sérver joins dissemination tree usually farther away froot r
CORE-OMN user assignment policies assign off-net usdtsoffers significantly higher tree delay. The nearest-immde
predominantly over customer paths offering cheapest battdw policy presents sub-optimal tree delay to users which as®e
costs and only assign users over provider and peer paths wtten overall delay experienced by users. CORE-OMN-Delay
on-net servers in Tier-1 networks are saturated which fordey assigning users predominantly to off-net servers whigh a
other users in those networks to be assigned to off-netiseirve already part of the dissemination tree is able to reduceitlee s
their customer and peer networks. The nearest-availalileypo of overlay tree as seen in Figure 8 which improves the overall
assigns users based on their locality which results in namdmetwork performance for users.
inter-ISP traffic generated over provider, peer and custome 3) Servers deployed to increase On-Net traffervers and
paths as seen in Figure 6. CORE-OMN-Greedy minimizesers are mostly deployed in same AS location, which inereas
bandwidth cost by assigning most off-net users to few glgbalon-net traffic as shown in Figure 9. Each user assignment
cheapest customer off-net servers. The nearest-avajatity policy generates nearly 70% on-net traffic since on-netessrv
generates more provider and peer than customer off-néittrafre preferred by each policy for different operational oess
at server sites which adversely affects bandwidth cost. EORstated earlier. As majority of traffic generated is on-net fo
OMN-Delay by assigning users to cheap delay compliant off¢thich ISP cost is same for each policy, the difference in ISP
net servers still offers significant bandwidth cost savings  cost is reduced as shown in Figure 10. For remaining users,
CORE-OMN user assignment policies significantly improveSORE-OMN-Greedy reduces overall ISP cost by selecting
network performance of users when compared against neargbeaper IP routes for user assignment and CORE-OMN-Delay
available policy as shown in Figure 8, by offering lower treby selecting delay compliant off-net servers provides tastb
delay which dominates user delay performance. CORE-OMRetwork performance.
Greedy assigns users to few off-net servers which forms_a _
core dissemination tree which is small in size and therefofe Analyze General CORE-OMN User Assignment Problem
lowers tree delay for most users. The nearest availableeserv Even large-scale CDNs can deploy servers only in a limited
minimizes the last-hop and thereafter OMNI attempts to mimumber of AS locations and therefore servers are preferably
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Fig. 12. CORE-OMN-Greedy presents least band=ig. 13. CORE-OMN-Delay improves user delayFig. 14. CORE-OMN with User Movement shows
width cost with servers in every AS by assigning it to delay compliant servers steady drop in ISP bandwidth costs

deployed in ASes with majority of user requests i.e. hot-spadopted as long as the underlying routing preferences of ISP
locations. But many such AS locations are customer networdie communicated through the ISP charging functions.
or small regional providers and therefore in this scenatuers Incentives are available for both CDN and ISPs to partieipat
are deployed in AS locations where off-net traffic can onlyn such a price sharing mechanism. CDNs can reduce their
default through provider links and users are also distedutoperational bandwidth cost which can be significant in case
amongst these AS locations. CDN traffic keeps getting assigned to costly IP routes. ISPs b
CORE-OMN-Greedy presents lowest bandwidth cost gsoviding the necessary economic incentive can motivage th
shown in Figure 12 while CORE-OMN-Delay presents besedistribution of CDN traffic over cheaper IP routes whichl wi
network performance as shown in Figure 13 when comparegtiuces ISPs own cost of carrying the CDN traffic.

to the nearest-available policy. As before, Zipf user distion uQ| Analyze CORE-OMN Distributed User Movement

causes saturation of on-net servers where other userseare . .
allocated to off-net servers. CORE-OMN-Greedy assignssuse CORE-OMN protocol with user movement is compared

to globally cheapest off-net servers to minimize bandwidf@@nst CORE-OMN protocol without user movement and
cost but sacrifices network performance of users. CORE-OMRMNI protocol, on bandwidth cost as group membership
Delay can either assign user to nearest on-net server rgfferfNanges. To simulate changes in group membership initially
higher tree delay or off-net server offering lower tree glela30K users are allowed.to join servers in top T|e.r-.1 and Tier-2
CORE-OMN-Delay assigns user to cheapest delay Comp"é}tﬁtworks using the various user assignment policies aré-the
off-net server which presents enough bandwidth savingseds wAfter users are randomly chosen to leave the group. Snapshot
as significant improvement in network performance of usélf Pandwidth cost are taken at regular intervals for conspari

The nearest available server can either be on-net or off-neCORE-OMN distributed user movement presents most re-
which may or may not offer cheap bandwidth cost or bettQPCt_'on in bandwidth cost as initial 10% users leave, as show
overall delay. And therefore nearest-available policyriahle to In Figure 14, when snapshots are taken after every 50 users

control bandwidth cost or provide better network perforoen '€2ve. Initially as users leave from saturated on-net serve
locations other users in those locations which had beegreesi

to off-net servers get chance for movement underneathdheir
net servers. Moving users from off-net server locationsrte o
CORE-OMN policies minimize bandwidth cost for CDN bynet server locations produces maximum reduction in barttiwid
redistributing traffic over cheaper IP routes. The bandwadist cost. Therefore as more users leave from saturated losation
depends upon ISP charging function and therefore assogiattostly off-net bandwidth consumption is replaced by cheape
ISP charging functions with different types of traffic allew on-net bandwidth consumption which produces the sharp drop
bandwidth cost to depend upon the type of traffic generatedbandwidth cost. CORE-OMN without user movement and
at server sites. On-net traffic is the cheapest due to on-@#INI do not exploit such opportunities and therefore thepdro
ISP charging function being the cheapest and thereforeyalwan bandwidth cost is only due to user leaving.
preferred by CORE-OMN policies. But since servers are not CORE-OMN distributed user movement reassigns users to
deployed in every AS location, off-net traffic at server sitecheaper server locations with user deficiency as long as it
is unavoidable. CORE-OMN policies are able to redistributeduces bandwidth cost and the delay constraint is met for
off-net traffic from costly provider and peer IP routes tonoved user. Figure 14 presents the complete trend of drop
cheaper customer IP routes due to the ordering of the assdcian bandwidth cost as all users leave the multicast group and
provider, peer and customer off-net ISP charging functionshen snapshots are taken after every 5% change in group
CORE-OMN policies reduce bandwidth cost by redistributinmembership. Initially as users leave saturated servetitota
off-net traffic irrespective of the type of ISP charging mbdanore opportunities exist for moving users to servers which

C. Summary



reduce bandwidth cost while meeting the delay constraih&Ps by choosing cheaper IP routes for user assignment. EORE
However at certain stage most users have already been mo@&dN-Delay by assigning users to delay compliant servers
underneath their respective on-net servers and therdafter on cheap IP routes provides best tradeidf good network
viable opportunities exist for user movement. So theredftep performance with significant savings in bandwidth cost. GOR
in bandwidth cost is only due to user leave which is margin@MN-Greedy offers least bandwidth cost but at the expense
since these users have already been moved to their respeativnetwork performance of users. The nearest-availableser
on-net server locations. CORE-OMN without user movementinimizes last-hop delay but higher tree-delay increabes t
and OMNI again drop bandwidth cost only due to user leaveverall user delay. As for off-net users, when nearesthavizi
server is on costly IP route it will increase operationaltcos
for ISPs and CDN. For future work we plan to investigate a
In recent times Internet-scale dissemination of video @t distributed algorithm for CORE-OMN user assignment prob-
is being achieved through CDNs where dedicated servers r¢h. We also intend to apply this economically incentivized
as proxies facilitating the multicast groups. The adva@taj cooperation scheme to non-multicast services offered W€D
CDN is end users send or receive only one copy of data packets
during session, and the work of duplicating packets is stift
from data sources to servers. [1] 2010 NCAA March Madness Live. http://mmod.ncaa.com/.

. . Akamai - Powering a better Internet. http://www.akaroam/.
CDNs select the best route based on global information aboﬁ% Internet Topology Collection. http://irl.cs.uclagtbpology.

link delays which may violate business agreements abdfittra [4] Limelight Networks. http:/Avww.limelightnetworksoen/.
routing between ISPs [10]. CDNs enable service and contely] RouteViews Project. http:/www.routeview.org.

TR . . [6] The Great Obama Traffic Flood. http://asert.arborneksaom/2009/01/
distribution costs to be shared amongst multiple providberts the-great-obama-traffic-flood!/.

since the traffic patterns also determine money flows betwegr Cisco Visual Networking Index: Forecast and Methodglogune 2009.
providers, CDNs may also influence commercial relationship__ http://www.cisco.com/US/whitepaper c11-481360.pdf.

. ... [8] S. Banerjee, C. Kommareddy, K. Kar, B. Bhattacharjee) 8n Khuller.
on the Internet. Network operators are Seek'ng ways to aigig Construction of an efficient overlay multicast infrastuuret for real-time

the side-effect of CDN routing on the ISPs. Jiang et al. [17] applications. InProc. of IEEE INFOCOM 2003.
study a joint design system where ISPs and CDN cooperate g Y-H. Chu, S. G. Rao, and H. Zhang. A case for end systenticast.

. ; . . , In Proc. of ACM SIGMETRICS2000.
achieve both ISP’s traffic routing and CDN's user perforngan 0] D. Clark, B. Lehr, S. Bauer, P. Faratin, R. Sami, and Jotwski.

goals. But the optimal solution is achieved only when CD The Growth of Internet Overlay Networks: Implications forchitecture,

gains complete control of routing for its content traffic lwit __ Industry Structure and Policy. MPRG 2005.
lete visibility into ISP’s network i.e. routing dedsis [11] R. D. Day. Meta Content Delivery NetworkJS Patent 71850522007.
comp y e g9 [12] J. Dilley, B. Maggs, J. Parikh, H. Prokop, R. Sitaramand B. Weihl.

on OSPF weights, real-time link latency, traffic matrix etc. = Globally Distributed Content DeliverylEEE Internet Computing2002.
while the ISP solves routing problem only for backgrounﬂ?’] P. M. Ferreira. Implications of decreasing bandwidticg on allocating

. . . traffic between transit and peering aggreemeMs. Thesis, MIT2002.
traffic. In contrast, CORE-OMN aligns CDN and ISPs rOUt'”ﬂzu L. Gao. On Inferring Autonomous System Relationshipghie Internet.

preferences by sharing only pricing information of routes. IEEE/ACM Transactions on Networking:733-745, 2000.
Overlay multicast protocols have traditionally focusedmp [15] D. K. Goldenberg, L. Qiu, H. Xie, Y. R. Yang, and Y. Zhar@ptimizing

licati | | " biecti h deblovi cost and performance for multihoming. Rroc. of SIGCOMM 2004.
application level performance objectives when deploying-m [16] J. hong Cui, M. Faloutsos, D. Maggiorini, M. Gerla, and Boussetta.

ticast groups.AMCast [21], OMNI [8] and ROMaN [18] Measuring and modelling the group membership in the InterineProc.
are state-of-art OMN protocols used to organize servers int__ of IMC, 2003.

e . - [17] W.Jiang, R. Zhang-Shen, J. Rexford, and M. Chiang. @catjve content
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S . delivery network.US Patent 6751673004.
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